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Abstract—A virtual private network (VPN) is a private data net-
work that uses a nonprivate data network to carry traffic between
remote sites. An “Intranet VPN” establishes network layer connec-
tivity between remote Intranet sites by creating an IP overlay net-
work over the nonprivate network, using various tunneling mech-
anisms. There are two approaches for establishing such tunnels: a
“CPE-based approach” and a “network-based approach.” In the
first approach, tunnels are established only between the CPE de-
vices, whereas in the second approach tunnels are also established
between the routers of the core nonprivate network. In this paper
we address the problem of determining a CPE-based and a net-
work-based layout of VPN tunnels while taking into account two
factors: the cost of the links over which the VPN tunnels are es-
tablished and the cost of the core routers that serve as end points
for the VPN. We define related graph algorithm problems, analyze
their complexity, and present heuristics for solving these problems
efficiently.

I. INTRODUCTION

T HE INTERNET has become a popular low-cost backbone
infrastructure. Its universal reach has led many companies

to consider constructing a secure virtual private network (VPN)
over the public Internet. Essentially, a VPN is a private data
network that uses a nonprivate data network to carry its traffic.
VPNs offer an alternative to the traditional leased line or frame
relay networks by utilizing an established public network. The
most ubiquitous, least expensive nonprivate data network is the
Internet, which is the perfect foundation for a VPN. The chal-
lenge in designing a VPN is often to provide the security of the
traditional private self-administered corporate network over the
nonprivate backbone.

There are several possible VPN applications [5]. The most
popular are the “access VPN” and the “Intranet/Extranet
VPN.” An access VPN allows remote corporate users to have
on demand connectivity into their corporate Intranets through
ad hoctunnels. In the past, remote access has been established
through the telephone network, with users setting up PPP
connections over expensive telephone circuits. However, a new
protocol called L2TP [2] allows to set up PPP connections over
the Internet, or any other packet switched public network, using
compulsory or voluntary L2TP tunnels.

The other common VPN type is Intranet/Extranet VPN. An
Intranet/Extranet VPN links the network of a headquarter office
to the networks of remote branches and potentially to the net-
works of suppliers, partners, customers, and other communities
of interest. Two of the main requirements of an Intranet/Extranet
VPN are [5]:
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1) Support for opaque packet transport: The traffic carried
within a VPN may have no relation to the traffic on the
core network. For example, the VPN network may use
private IP addressing, unrelated to that of the core network
on which the traffic is transported.

2) Support for data security: In general, VPN users require
the same level of data security they have within their
private networks. Most recent VPN implementations are
converging on the use of IPSec [7] for this purpose.

This paper concentrates upon the first issue: establishing
opaque network layer connectivity between the various sites
of an Intranet/Extranet VPN. The main mechanism for estab-
lishing such connectivity is the creation of tunnels. There is a
range of choices for such tunnels, including IP tunnels (using
IP-over-IP [11], IPsec, or GRE) [6], ATM VCs, and MPLS.

Generally, there are two approaches for establishing such tun-
nels: the “CPE-based approach” and the “network-based ap-
proach.” In a CPE-based approach, tunnels are established only
between the CPE devices (mainly border routers). In a network-
based approach, tunnels are also established between the routers
of the core network. Though the CPE-based approaches are
more simple, mainly from the perspective of the ISP operating
the core network, for scalability and economic reasons, net-
work-based solutions for VPNs are preferred.

To better understand the trade-off between the two ap-
proaches, consider Fig. 1, where a network example and the
associated graph are depicted. In this example, there are three
corporate networks, referred to as Net-1, Net-2, and Net-3, that
need to be connected by a VPN across a core network. The
three networks are connected to the core network by means
of three border routers: , , and , respectively. In the
associated graph, each of these networks is represented by its
border router. The number associated with every network edge
represents the cost of setting up a VPN tunnel across that link.
Three possible VPN configurations for the example in Fig. 1
are shown in Fig. 2. Fig. 2(a) demonstrates the CPE-based case,
where the core routers do not support VPN. In such a case, the
tunnels are established between the border routers of the edge
networks: , , and . The cost of the VPN in this example
is 11: 3 for using the link between and plus 2 for using
the link between and plus 2*3 for using the link between

and twice. In Fig. 2(b), the networks routers support
VPN. Hence, the routers can serve as the end points of tunnels,
and the cost of the VPN is reduced to 10 ( ). In
Fig. 2(c), the networks routers also support VPN. However,
here rather than is employed as an end point of the VPN
tunnels, and the cost of the VPN is reduced to 8.

From this example, it is clear that when the core routers are
capable of functioning as end points of VPN tunnels, the routing
cost for the VPN can be reduced. However, this does not come

1063–6692/00$10.00 © 2000 IEEE



776 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 8, NO. 6, DECEMBER 2000

(a)

(b)

Fig. 1. (a) A network example. (b) The associated graph.

with no cost because each VPN tunnel terminated at a core
router is associated with management and memory complexity
on that router. To understand the reason for this, consider the
VPN in Fig. 2(b). Suppose that a local host ofsends a packet
to a local host of . Upon receiving the packet, border router

sends it over the tunnel to . Core router might serve
as a VPN router of several VPNs. Therefore, upon receiving the
packet it needs to determine the VPN to which the packet be-
longs. This can be done based upon the identity of the tunnel
over which the packet has been received, or the address of the
source host. Then, needs to get the routing table associated

Fig. 2. Three possible VPN configurations for the example in Fig. 1.

with this specific VPN and to locate in this table the entry asso-
ciated with the destination host. This implies that needs to
maintain a routing table for every VPN for which it serves as a
tunnel end point. An immediate consequence is that this table
needs to be updated, most likely by means of a routing protocol
like RIP or OSPF. An independent instance of such a protocol
has to be executed for every VPN by the core routers that func-
tion as end points of the tunnels forming the VPN. Therefore,
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also needs to participate in the routing protocol associated
with every VPN it serves.

In this paper, we address the problem of determining a layout
of VPN tunnels while taking into account two factors: the cost of
the links over which VPN tunnels are established, and the cost of
the core routers that serve as end points for the tunnels. We de-
fine related graph algorithm problems, analyze their complexity,
and presents several heuristics for solving these problems.

The rest of the paper is organized as follows. In Section II, we
define the problem of determining a VPN layout while limiting
the usage of core routers. This problem will be referred to as the
Minimum Cost VPN Problem (MC-VPN). We then show that
this problem is both NP-hard and hard to approximate. We show
that the same results hold for another version of this problem,
called Minimal Active Set VPN (MAS-VPN). In Section III,
we present two heuristics for solving the MC-VPN problem.
Though the presented algorithms achieve no strict theoretic ap-
proximation ratios, in practice they perform very respectably.
This is shown by simulation results in Section IV. Finally, Sec-
tion V concludes the paper.

II. M INIMUM COST VPN PROBLEM

The layout of VPN tunnels can be optimized to satisfy dif-
ferent optimization parameters, like bandwidth, survivability,
minimum hops between source and destination pairs, etc. How-
ever, one of the most important factors is usually minimum cost.
We assume that when a tunnel is established over a link, it en-
counters a cost which is associated with this link. Though a
strict association between a tunnel and links does not exist when
tunnels are established using a connectionless mechanism like
IP-over-IP, it is expected that future VPNs will be established
over connection-oriented tunnels using technologies like ATM,
MPLS, or WDM.

Our model allows each link to have a different cost on
every direction. Therefore, the core network is represented by
a directed graph.1 The cost of each link on every direction
is determined based on administrative considerations of the
core network operator (ISP) and on the bandwidth allocated
over that link, explicitly or implicitly, for the VPN tunnel.
Generally, overloaded links are expected to be more costly than
underloaded links. Since network links have different capacity
on each direction,2 and different load on each direction, we
believe that a directed graph reflects more accurately the
behavior of a real network.

In the following, the routers connecting the remote networks
to the core network ( , , and in Fig. 1) are referred to as
“the border routers” whereas the other routers (– in Fig. 1)
are referred to as “the core routers.” The nodes that function
as end-points of tunnels, like in Fig. 2(b), are referred to
as “active core nodes.” By definition, every border router is an

1Throughout the paper we have several figures and examples where for sim-
plicity of presentation we use an undirected graph to model the network. In these
cases it is assumed that every edge has the same cost on both directions.

2This is especially true for the access links, connecting the border routers to
the core networks, since in many cases these link use technologies like ADSL,
cable modem, or wireless local loop (WLL), that allocate much more band-
width on the “downstream channel” (toward the user side) than on the “upstream
channel” (toward the core network side).

active node. When the routers of the core network do not support
VPN, the VPN paths (tunnels) would have to start and end only
at the border routers. In such a case, the group of active nodes
is equal to the group of border nodes, as in Fig. 2(a).

As already indicated, in this work we concentrate upon the
establishment of the MC-VPN. An immediate consequence is
that the VPN tunnels form a tree, because in any circle of VPN
tunnels one tunnel can be removed in order to reduce the cost
of the layout without affecting connectivity. Since our core net-
work is represented by a directed graph, there are several op-
tions to set up a minimum-cost tree spanning a group of nodes.
In order to define a unique solution, we assume that one of the
branch networks connected by the VPN is the corporate head-
quarter where most of the corporate servers are located, and that
the majority of traffic is sent from the headquarter to the other
branches. Therefore, we will seek for a directed tree of VPN
tunnels rooted at a headquarter border node and spanning the
rest of the border nodes.

Assuming that using a core router as an active node incurs
a price, our goal is to find a minimal cost set of tunnels/paths
forming a logical tree rooted at the headquarter border router
and spanning the other border routers, such that the cost of the
active nodes used is below a given bound. A formal definition
of this problem is as follows:

Problem 1: The Minimum Cost VPN problem (MC-VPN).
Given a directed graph , an edge weight function

, a vertex weight function , a bound
on the available “funds” for active core nodes, a group

of border nodes, and a root (headquarter border node)
, find a set of directed paths and a set of active nodes

that minimize such that
where

1) the endpoints of are vertices in ;
2) there exists a sequence of one or more directed

paths in that leads from to .

The solution to MC-VPN induces alogical directed tree rooted
at and spanning . This is a “real” spanning tree in an
induced graph where an edge between two vertices
in exists if and only if a path between these vertices exists
in the original graph . Note, that a solution to MC-VPN may
actually induce a subgraph that isnot a tree in .

Our cost model is motivated by the work performed in [5].
This work discusses the possible VPN topologies, and the
trade-off between the cost of routing, the cost of tunnel set-up
and maintenance, and the cost of activating internal nodes as
end points of VPN tunnels. The design of a VPN is relatively
simple if the main target is to minimize the usage of bandwidth.
In such a case the VPN should consist of the collection of
“shortest paths” from the headquarter node to each of the
other sites of the VPN. However, in many networks today,
and in most of the future networks, the cost of operation and
maintenance of virtual topologies is larger than the cost of the
bandwidth. Our model considers such a network. It therefore
does not aim in minimizing the cost of bandwidth usage, but
the cost of operation and maintenance of the virtual topology.
The weight associated with every link indicates in our model
the cost of building and maintaining a VPN tunnel over this
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link, regardless of the volume of traffic the link actually carries
for each VPN. Such a cost includes the need to set up a tunnel,
to maintain the tunnel (e.g., forwarding the “KEEP-ALIVE”
messages exchanged between the two end points) and to hold
tunnel information (e.g., the VCI/VPI value in the case of an
ATM-based tunnel, or the LSP in the case of an MPLS-based
tunnel). This cost is incurred for each tunnel, and therefore
a link that participates in several tunnels of the same VPN
encounters this overhead for each tunnel independently of
the other tunnels. This gives rise to our requirement that

has to be minimized.
The cost of tunnel maintenance incurred by the intermediate

nodes of a tunnel is different than the cost incurred by the tunnel
end points. This is due to the following two reasons.

1) These nodes need to do more extensive tunnel mainte-
nance work. For example, the need to have a timer that
dictates when a KEEP-ALIVE message has to be sent
over the tunnel.

2) These nodes need to maintain not only the tunnel but also
the VPN itself. For instance, node in Fig. 2(b) needs
to run a routing protocol (see [5] and [10] for a partic-
ular example) and to maintain routing tables in order to
determine how to route a packet received fromwhose
destination is or . Node also needs a special logic
in order to determine the VPN to which a received packet
belongs to (e.g., using a “VPN identifier” as proposed in
[3]).

Following this assumption, where the cost of tunnel
maintenance incurred by the intermediate nodes of
a tunnel is different from the cost incurred by the
tunnel end points, we distinguish in our model between

and , and seek for a
solution that takes into account both the cost of the links
and the cost of activating internal routers as end points
of a VPN tunnel.

Although MC-VPN assumes that every core router has
VPN capability, this assumption may be easily bypassed
by assigning infinite costs to nodes that do not have such
capability. In order to seek for a layout that use no active
core router, the fund can be set to 0.

MC-VPN imposes no restriction on the active group
, except that this group must include all border routers.

Note that the cost of active nodes within the group of
border routers is not considered as part of the VPN cost,
since the border nodes must be active, and their cost is a
constant factor in any feasible solution.

If the funds is infinite, MC-VPN reduces to the
classic Steiner tree problem (STP) [4], since there is
no motivation left for reusing edges. In this case, a
Steiner tree may be transformed into a valid solution by
decomposing it into paths with endpoints either at the
source, destinations, or fork nodes of the tree. On the
other hand, when the cost of activating3 some of the core
routers is greater than 0, MC-VPN penalizes a solution
that uses the same edge several times by multiplying
the edge cost by the number of times it is used. For

3A core router is said to be activated when it becomes an end point of a tunnel.

(a) (b)

Fig. 3. Reuse of edges in solutions of MC-VPN. (a)x cannot be activated;
routing cost is 7. (b)x can be activated; routing cost is 6.

example, in Fig. 3(a), a graph is depicted whereis the
root (headquarter) node and every vertex exceptis in
the set of border nodes. Assume that all edges in the
graph have an equal cost of 1 on both directions and all
vertices have a weight of 0 except forwhich weighs
2. The routing depicted has a cost of 7, since the edge

is used twice: for the tunnel (path)
and for the tunnel . However, in this solution
no core router is activated as a VPN node. If the available
funds for using active nodes allowed activating, i.e.,

, it would be better to split these paths [Fig. 3(b)],
creating a routing with a cost of 6.

The balance between the node and edge cost function
may depend heavily on the details of the core network
implementation, such as the processing power of core
routers, their memory resources, the cost of setting up and
taking down VPN tunnels between core routers, the cost
of executing a routing protocol for every VPN, and many
other factors. However, as shown in the following, even if
either of these costs becomes negligible, the complexity
of MC-VPN remains NP-hard.4

Theorem 1: MC-VPN is NP-hard, and also hard to approxi-
mate.

Proof: This follows from the relation of MC-VPN to
the directed STP. In [9] it is shown that the version of STP
on directed graphs is NP-hard as well as hard to approximate
in the sense that an approximation algorithm achieving an
approximation ratio lower than does not exist unless

(this assumption is believed to
be as unlikely as ). We note that MC-VPN reduces
to the directed STP when the funds available for active
nodes are infinite. Therefore, the same hardness results apply
to MC-VPN as well.

Suppose now that the only goal is to minimize the number of
active nodes. This gives rise to the following problem definition.

4A problem that is NP-hard is believed not to be solvable by any efficient
algorithm, i.e., an algorithm that always terminates within a “reasonable” pe-
riod of time. If an algorithm could be developed that would solve an NP-hard
problem efficiently, this would mean that a great variety of intractable problems
for which no efficient algorithm is known could be solved efficiently too. For a
more formal definition, see [4].
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Fig. 4. Reduction from Minimum Set Cover (MSC) to MAS-VPN.

Problem 2: The Minimal Active Set VPN (MAS-VPN).
Given a directed graph , a group of border

nodes, and a headquarter border node , find a tree
rooted at and spanning with a set of fork nodes such that

is minimal.
MAS-VPN and MC-VPN are closely related. MAS-VPN

may be viewed as a version of MC-VPN where the cost of
all edges is zero, the cost of all nodes is one, and the goal is
to minimize the funds used for activating core routers. The
difference between these two problems is that MC-VPN allows
a solution to use every edge more than once.

Theorem 2: MAS-VPN is NP-hard, and also hard to approx-
imate.

Proof: We show that MAS-VPN is NP-hard by reducing
the minimum set cover (MSC) problem to it. MSC is known to
be NP-complete , and is defined as follows:

Let be a collection of subsets of a finite set, and
a positive integer. Does contain a cover for

of size or less, i.e., a subset with such
that every element of belongs to at least one member of

?
Given the input tuple ( ) for MSC, construct the fol-

lowing directed graph (see Fig. 4):

Define a group of border nodes
. Let be the headquarter node. It will now be

shown that a solution to MSC exists if and only if a solution to
MAS-VPN exists where .

Let be a solution to MSC ( ). Define the following
solution to MAS-VPN on :

Clearly, the above defined and comprise a solution to
MAS-VPN although the size of may still be reducible. Thus,

.
To prove the other direction, let and be a solution to

MAS-VPN on such that . Define the following
solution to MSC:

covers since by definition must reach every node
through some edge , and by construction, if

then . The only potential fork nodes in are the nodes
. By definition, must contain all edges of the form ,

since these are the only edges entering the nodes. Thus, every
node which has an outgoing edge of the form must
be a fork node in . Thus,

.
By using the same construction in the above proof, it can

be shown that every approximation algorithm for MAS-VPN
achieving an approximation ratio of on the size of the set
can be used to achieve the same approximation ratio on MSC.
For MSC, it is known that unless

, no algorithm can achieve a better approximation ratio than
[8]. Therefore, under the same assumption,

MAS-VPN is at least as hard to approximate.
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Fig. 5. Example for ASPH algorithm.

III. A LGORITHMS FORMC-VPN

As proved in Section II, MC-VPN is NP-hard and therefore a
polynomial algorithm that finds an optimal solution is unlikely
to exist. We therefore concentrate on heuristics that approxi-
mate the optimal solution. Two basic approximation algorithms
for MC-VPN are presented. Both algorithms use the same gen-
eral approach. They first construct a CPE-based solution, that
ignores the ability to use core routers as end points of VPN
tunnels. Then, they try to improve the solution by spending the
funds on active core routers in strategic points. In Section II,
it was shown that MC-VPN is not only NP-hard, but also likely
to be hard to approximate. Therefore, the presented algorithms
achieve no strict theoretic approximation ratios. However, in
practice they perform very respectably.

A. Building a CPE-Based Solution to MC-VPN

The first step in our approximation algorithms is to build a
CPE-based solution for MC-VPN that does not use any core
router. Such a solution is a set of paths with endpoints exclu-
sively within the group of border routers.

We present two algorithms for the construction of such a solu-
tion. In [9], the SCTF algorithm for STP on directed graphs was
proposed. The first proposed algorithm, called the active shortest
path heuristic (ASPH), is a slightly altered SCTF algorithm. The
algorithmstartsat theroot(headquarter)nodeandcovers ineach
iteration of the algorithm exactly one new node from the group

of border routers. The covered node is the node nearest to one
of the previously covered border router nodes, and the shortest
path between these two nodes is added to the solution. A similar
procedure is employed by theshortest path heuristic(SPH) [12],
except that inouralgorithm,ASPH,allpathsaddedto thesolution
must begin andend at border router nodes. This implies that some
edgesmightbeusedmorethanonce.

An example of this phase of the algorithm is depicted in
Fig. 5. The headquarter node isand the border router group is

. The set of paths constructed in this ex-
ample, listed in the order they are found, is ,

, , . Note that

these paths arenot disjoint. For example, the edge is
used by two of the above paths. The resulting solution is shown
in Fig. 5(b).

ASPH as presented above may be implemented to run in
time by using an efficient procedure

for the shortest path routine. A formal description of ASPH ap-
pears in the following:

Algorithm 1: Active Shortest Path
Heuristic (ASPH) .
1) Find a CPE-based solution to MC-VPN :

, .
While do
a) Find the shortest path

connecting a vertex to
a vertex .

b)
c)

2)
3) Call OPTIMIZE(T, A) .
4) is the desired solution .

The second algorithm we present for building a CPE-based
solution to MC-VPN is the active double tree heuristic (ADTH).
Many algorithms for solving the STP are known in the literature
(i.e., [1], [9], [12]). ADTH can use any of these algorithms as
a basis for constructing a solution. As an example, we use the
SPH algorithm [12]. Fig. 6(a) shows the spanning tree found by
SPH in the network of Fig. 5(a). Note that starting with a tree
implies that some fork nodes may not belong to the group
of border routers. Thus, the second phase of ADTH transforms
the tree found by the initial phase (SPH, in our case) into a set
of paths with endpoints exclusively within . The paths are
constructed by touring the tree in a depth-first manner. This tour
is broken into subpaths such that every time a vertex belonging
to the group of border nodes is passed, the previous subpath is
ended and a new one is initiated. Unneeded paths, that lead to
border routers already reached by previous paths, are discarded.
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(a) (b)

Fig. 6. ADTH algorithm before optimization. (a) Spanning tree. (b) Set of
paths.

The paths created from the tree are depicted in Fig. 6(b). Paths
discarded are represented in this figure by dotted lines.

The time complexity of the ADTH algorithm which makes
use of SPH as the basic Steiner tree algorithm is the same as
that of ASPH.

B. Activating Core Routers

After a valid CPE-based solution for MC-VPN has been con-
structed by either of the above algorithms, it is the responsibility
of the node activation optimization procedure to eliminate mul-
tiple use of edges wherever this is possible. The target of this
procedure is to revise the CPE-based solution such that every
node and edge is used once at the most if this can be achieved
by activating core routers with the available funds.

A possible optimization procedure is described hereafter.
This procedure examines all core router nodes in the solution
with more than one incoming edge. The order in which the
nodes are activated is intended to maximize the profit of node
activation, defined as the sum of edge costs saved as the result
of activation. A core router node is considered a candidate
for activation if its cost is less than the remaining funds. A
candidate node is activated if the ratio between the profit and
cost of its activation is the largest among the ratios achieved by
all other candidate nodes. When a node is activated, the opti-
mization procedure must ensure that the remaining incoming
path still connects the headquarter nodeto the new active
node, so that the correctness of the solution is preserved. If at
some stage of the algorithm, an activated node remains with
only one outgoing edge, i.e., it becomes a simple intermediate
node on some path, it is deactivated, and its cost is returned to
the available funds.

As an example, we describe how the proposed local opti-
mization procedure optimizes the initial solution constructed by
ASPH as depicted in Fig. 5(b) and given as a reference also in
Fig. 7(a). Assume that the weight of all nodes in the consid-
ered network is 1, and that the available funds are . The
initial set of candidate nodes is . The profit of their
individual activation is , respectively. For example, ac-
tivating would enable removing two partial paths reaching it:

and . Because must remain reachable
from , it is not possible to remove both partial paths reaching

Fig. 7. The ASPH solution before and after optimization.

from the direction of which are the most expensive paths
reaching it. Since all nodes are assumed to have the same costs,
the profit/cost ratio of is the largest and it is the first candidate
node to be activated. As a result, the above mentioned partial
paths can be removed from the solution. Afteris activated,

is no longer a candidate for activation since its incoming de-
gree becomes 1. Therefore, the only remaining candidate node
is . The optimized solution created after is activated too is
depicted in Fig. 7(b).

The order in which nodes are activated is not necessarily op-
timal, but is a heuristic frequently used for similar problems
such as the Knapsack problem [4]. For instance, in the above
example, assume that , and have a cost of 1, 3 and 4 re-
spectively, and that the available funds are . In such a case,

is the first (and only) node to be activated since its profit/cost
ratio, 2, is larger than the ratios of and , which are 5/3 and
2/4 respectively. However, in this example, activatingwould
result in a better solution.

An alternative heuristic, which performs better in the last
case activates the candidate nodes starting at the node furthest
away from the headquarter nodeand gradually nears until
the funds are exhausted. This heuristic, which we call the re-
verse-BFS heuristic, was tested in simulations and performs on
the average slightly worse than the profit/cost heuristic.

The formal description of the node activation optimization
procedure appears in the following. Its time complexity is

, a value which can be reduced by a less naive
implementation that updates cost evaluations incrementally.

Procedure 1 OPTIMIZE(T, A) :
1) Let be the number of incoming

edges of in .
Let be the set of candidate nodes
defined as the nodes for which
and .



782 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 8, NO. 6, DECEMBER 2000

2) While is not empty do
a) For every vertex , calculate the

set of father vertices fathers
that is defined as the set of
vertices on the single path from to

in .
b) For every node calculate the

following:
Let be the set of paths in

passing through .
For every path let be the
cost of the edges from the beginning
of until .

Let and
fathers start be the set of paths

entering that end paths connecting
to .

Let be a path from the set of
paths such that .
By the definition of ,
disconnecting from all incoming
paths except for will still
leave connected to .
Let be
the cost/profit ratio of node .

c) Let be a vertex in for which
. has the lowest

cost/profit ratio of all candidate
nodes. Therefore, this is the node
selected for activation.

d) For every do
i) .

ii) Let be the tail of
beginning at . .

e) Break at :

.
f) Update :

Add to the active node set :
.

Update the funds :
If for any node , ,
remove from , unite the paths
reaching and .
Recalculate : Remove any node for
which or and add any
node for which and

.

IV. SIMULATION RESULTS

In the previous section, two algorithms for approximating
MC-VPN were introduced. In this section, the performance
of these algorithms is evaluated on random graphs. Although
real-world networks are not completely random in their struc-
ture, we believe the simulation results predict quite accu-
rately the behavior of the proposed algorithms in a realistic
setting.

Fig. 8. VPN cost for various funds.

The algorithms were tested on random directed graphs gen-
erated as follows. First, a graph with 50 vertices and 150 edges
was created, where every possible edge in the graph was selected
with equal probability. The weights of these edges were initial-
ized at random values uniformly distributed between 2 and 22.
Antisymmetric edges were assigned equal weights. This part of
the graph was intended to model the backbone of a large net-
work. Another 50 vertices were connected to this graph, one to
every backbone vertex. The connection was made by one edge
from the backbone to the new vertex with a weight generated as
described above, and one edge from the new vertex to the back-
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bone with a weight randomly distributed between 20 and 220.
This connection was intentionally made asymmetrical, thereby
modeling end-user connections such as ADSL, cable modem,
or satellite links.

On every graph, the algorithms were run on every border
router group size between 3 and 49, including the head-
quarter node. These groups were reselected at random for every
graph and every group size from the set of end-user vertices.
The weight of border routers was assumed to be equal to 1 for
all nodes. The funds available for using core routers ranged from
1 to 20 (i.e., a maximum of 20 nodes were allowed to be acti-
vated). The results were averaged over 50 different graphs. Con-
fidence intervals for several points were calculated and found to
be within the 90%.

The algorithms were compared to SPH, the well-known ap-
proximation algorithm for the STP [12]. This algorithm con-
structs solutions to the STP that are at most twice as expensive
as the optimal solution and is known to be even better on the
average [12]. SPH does not find a valid solution for MC-VPN,
since it constructs a spanning tree and not a set of paths. How-
ever, the cost of this tree is a lower bound on the cost of an
optimal solution to MC-VPN, since it ignores the boundon
the available funds for active nodes.It serves as a benchmark
since calculating the optimal solution is an NP-hard problem
(see Section II).

The VPN cost achieved by the algorithms is depicted in Fig. 8.
In this figure, the VPN costs of ASPH and ADTH before and
after the node activation optimization procedure are shown for
various available funds. When no funds for active nodes are
available, ASPH is around three times worse than SPH, and
ADTH performs six times worse than SPH. As the available
funds increase, the routing cost reduces until ADTH achieves
the same routing cost as SPH (due to the fact that it is based on
SPH), whereas ASPH remains about 7% worse than SPH. When
the results are examined more closely, it appears that the relative
benefit of core routers is independent of the border router group
size.

In Fig. 9, the number of active nodes used by ADTH and
ASPH averaged over the various tested funds is depicted. ASPH,
which is a more “path-oriented” algorithm, uses fewer active
nodes than the “tree-oriented” ADTH. This is most prominent
for border router group sizes around 40% of the number of nodes
in the graph. When funds are abundant, ADTH uses on the av-
erage at least 10% more active nodes than ASPH.

Although MC-VPN is NP-hard, on the average, both ADTH
and ASPH achieve close to optimal performance. ASPH is sig-
nificantly better than ADTH when the available fundsare
scarce. When funds are abundant, ADTH is slightly better.

V. CONCLUSION

In this paper, we have addressed the problem of determining a
layout of VPN tunnels for an Intranet VPN, while taking into ac-
count two factors: the cost of the links over which a VPN tunnels
is established and the cost of activating core routers as end points
of VPN tunnels. We have defined two related graph algorithm
problems: the MC-VPN problem and the MAS-VPN problem.
We have proved that both problems are not only NP-hard, but

Fig. 9. Number of core routers used.

also hard to approximate in the sense that an approximation al-
gorithm achieving an approximation ratio lower than
is unlikely to exist.

We have presented two heuristics that approximate the op-
timal solution for MC-VPN (which is more general than MAS-
VPN): ADTH and ASPH. Both algorithms use the same gen-
eral approach. They first construct a CPE-based solution, that
ignores the ability to use core routers as active nodes. Then,
they try to improve the solution by spending the fundson acti-
vating core routers in strategic points. The algorithms have been
tested using simulations. Their results have been compared to
the results produced by a well known approximation algorithm
for the STP, which does not find a valid solution for MC-VPN
but can serve as a benchmark. Although MC-VPN is NP-hard,
on the average, both ADTH and ASPH were shown to achieve
close to optimal performance.
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