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Abstract—Network services are provided by means of dedi- into account the distribution of traffic as well as the tomylo
cated service gateways, through which traffic flows are directed of the AS.
insting work on s_er_vicetr?at:ewa;t/hpla}c?r:nent r;as E’ﬁe“ pr:irpharily Research on service placement has concentrated mainly on
ocused on minimizing the length of the routes through these . . ; L
gateways. Only limited attention has been paid to the effect placing the service gateways in a way that minimizes the
these routes have on overall network performance. We propose average length of the traversed routes. Therefore, each flow
a novel approach for the service placement problem, which always selects the service gateway that imposes the shortes
takes into account traffic engineering considerations. Rather tan  possible route. However, this approach does not take into
trying to minimize the length of the traffic flow routes, we take account the reciprocal effect of individual flows, the load

advantage of these routes in order to enhance the overall netwo . . . .
performgnce. We divide the problem into two sub-problems: imposed on the network links, and the possible existence of

finding the best location for each service gateway, and selecting Notspots (C_OngeSted areas)_ in the netWOfk-_ _
the best service gateway for each flow. We propose efficient Another important trend in recent years is the adoption of

algorithms for both problems and study their performance. traffic engineering inside large ASs. Traffic engineerini§8
Our main contribution is showing that placement and selection yg|ated to a set of actions dealing with performance eviainat
gfngqﬁévgﬁ;kg_semces can be used as effective tools for traffic and performance optimization of operational IP networks.
The performance of an operational network is enhanced by
addressing traffic oriented performance requirementsh suc
|. INTRODUCTION as delay, delay variation, packet loss, and throughputlewhi
As the Internet becomes more prevalent and diverse, theitéizing network resources economically and reliably. $élo
is a growing demand for services that facilitate and enhanigeportantly, traffic engineering is used to control and oyite
interoperability, performance and security of commurigsat the routing function so that traffic can be steered through
between two or more parties. Examples for such servicé network in the most effective way. This allows to admit
are voice and video conversion, protocol translation, icmgh more traffic into the network and to support better QoS
compression, QoS control, authentication, encryption iand requirements.
trusion detection. Many of these services require the 4nter In this paper we consider traffic engineering in the case
vention of intermediate service gateways, like firewalls|r¥ Where some of the traffic flows in an AS have to traverse one
gateways, NAT routers, VPN gateways and broadband accesgnore service gateways before reaching their destirgtion
servers. These ASs, are likely to suffer from uneven utilization agith
These services are sometime referred to as session-ariefigsourcesywhich can only be partially solved if the routes to
services [1], because they operate on traffic flowing betweand from the gateways are selected using traditional traffic
pairs of source and destination nodes. In the case of a sg@lipeering scheme$Ve propose to facilitate traffic engineering
AS, some of these source and destination nodes are likelyingsuch networks by judiciously placing the service gatesvay
be edge routers connected to the hosts, whereas in the cagé #ie network and selecting the gateway(s) to be traverged b
a large transit AS, these nodes are two border routers in #@ch flow. The main advantages of our scheme compared to
ingress and egress of the AS. The serviced traffic travehges traditional traffic engineering schemes are as follows:
shortest path from the source to the service gateway, amd thee Traditional traffic engineering schemes are usually based
the shortest path from the gateway to the destination. on the deployment of an underlying virtual circuit tech-
Traditionally, such service gateways have been placed on nology, like MPLS, in order to select underutilized links.
the boundary of an Autonomous System (AS), since all inter- In contrast, our scheme works very well with the standard
domain traffic passes through it. However, there is a growing shortest path routing.
trend to place network services inside the AS. It was firste The effectiveness of traditional traffic engineering
shown by [2] that FTP traffic can be significantly reduced by  schemes is limited if the gateways are located very
placing caches in strategic locations inside the AS backbon close to each other. Our scheme addresses this problem
Since then, there has been a large volume of work that by considering the problem of server placement as an
demonstrate the benefits of well-planned placement stemteg  important part of the traffic engineering scheme.
in a variety of service contexts [1], [3]-[7]. Such strateggiake =~ We address the problem by dividing it into the following



two sub-problems: SPL SP2 SP3  SP4

. N . o o @ service providers
1) The service placement problem: finding the best location QLR QO }

for each service gateway. MPLS tunnels i . } broadband remote
2) The gateway selection problem: selecting the best sefie metro netwo

vice gateway to accommodate each flow.

The service placement problem is addressed in the offline
context, by considering the long term average distribution i )
of the source-destination traffic for each service type,ctvhi Fig. 1. The schematic structure of a typical open access metwo

can be obtained using traffic matrix estimation techniq@gs [

[10]. We use this information to decide on the best location

for each service gateway. In contrast, the gateway sefectio The information on which the decision is based is not
problem is addressed in the online setting. That is, each fidd¢luded in the BLTS, but rather in another network device,
is associated with a service gateway, which is determined Egferred to as a broadband remote access server (BRAS). This
current network conditions. is for two main reasons:

The rest of the paper is organized as follows. In Section Il « There might be hundreds of BLTSs and tens of service
we present detailed scenarios for which our placement and providers. Establishing one tunnel, for best-effort traffi
selection schemes are applicable. In Section Il we present or several tunnels, for multiple QoS classes, between
related work. Section IV presents formal definitions of the every BLTS and service provider pair, would require too
problems we address. In Section V we present approximation many tunnels.
algorithms, with performance guarantees, as well as gfficie « The decision as to which service providers a packet
heuristics for both problems. In Section VI we present exten  should be forwarded is usually based on policy and price
sive simulation results that demonstrate the significarfope considerations which are not in the scope of the BLTSs.

mance gain achieved by our approach for real and syntheticThere is at least one MPLS tunnel between every BLTS
topologies and various load settings. Finally, Section VHnd BRAS, and one tunnel between every BRAS and service

broadband link
o o o termination systems (BLTSs)

concludes the paper. provider. More tunnels can be used to address differentcgery
classes. When the BLTS identifies a new flow of a certain user,
Il. APPLICATION SCENARIOS it needs to select the best BRAS to which this flow will be
In this section we present two important application scendorwarded. This selection is not dependent on the targeicser
ios for the problem discussed in the paper. provider since every BRAS has at least one tunnel to every
service provider. Obviously, traffic engineering is one lod t
A. Open Access Networks most important selection criteria, especially for traffiowfs

Users today are connected to the Internet almost from eve{’&gt require better than best-effort QoS. This has motate

where, using a variety of wireless and wireline technolsgie e model and solutions presented in this paper.
There is often a distinction between the operator of an acces
network and the service provider (SP) who provides InternBt VoIP communication through session border controllers
access and/or other services (like telephony) to the end.use Enterprises and operators that provide VoIP services over
This concept, known as Open Access, is motivated by thgeir IP networks often use a special device called a session
following factors: border controller (SBC). When a local user initiates a VolP
« The desire for regulations to protect the SPs from antiall to a remote peer, the call is established through one of
competitive practices on the part of the access operatdi local SBCs, to the destination peer. In certain scesaaio
in order to ensure that access to the Internet and otf#8C is involved only in the control plane. However, here we
broadband services remain open to free competition. consider the case where it is involved both in the control and
« The expertise and assets required from an access operdada planes. In such a case, two RTP (Real Time Protocol)
such as a local or cable company are completely differecinnections are established for the considered call: legtwe
from those required from an SP. the caller and the SBC, and between the SBC and the remote
Figure 1 depicts a typical Open Access network that emplopger (see Figure 2).
MPLS technology. This network connects the broadband link The setup of a VoIP call through an intermediate device,
termination systems (BLTSs) such as cable-modem CMTSather than peer-to-peer, might increase the end-to-etay.de
ADSL DSLAMs, and WiFi access points to the networks offowever, it has some important — and usually more significant
the service providers. One of the most important functitiesl — advantages:
of the Open Access network is to decide to which servicee The codec used by the caller can be changed to another
provider each packet sent by a user should be forwarded. This codec, either because the new codec is more efficient,
decision is different from a typical routing decision, besa it or because the older one is not supported by the remote
is not performed according to the IP destination address Th  peer. This case is shown in Figure 2(a).
address indicates the final target of the packet, which coulde The NAT (Network Address Translation) problem can be
be, for example, a web server, that is not necessarily Idcate overcome if the local user uses a non-globally unique
in the service provider’'s domain. IP address. This is because the IP packets sent out of the



calling user - border session controller  VolP server Another field where intermediate device placement has been
VolIP codec m VolP codec researched is stream processing systems [16], [17]. These
RTP RTP RTP distributed systems are composed of autonomous devices tha
UDP UDP UDP operate on continuous data streams. Each device performs a
single function and then passes the traffic to other opesator
P P P to the final consumers. Applications include sensor netsjork
(a) the codec is replaced network management, and location-tracking. The goal here
; is to select appropriate devices while dynamically adjgsti
calling user border session controller _VO!P Server to the networl?ﬁoa%, thereby minimizing yservice Igter%;/g;and
VolP codec VolP codec improving resiliency.
RTP RTP RTP The main focus of all the above work is placement and
UDP UDP UDP selection of intermediate devices while minimizing bardivi
P P P consumption or minimizing the distance (average or max-

imum) between the devices and the end users. The most
notable algorithms proposed in these works are graph-¢tieor
algorithms, which are based on approximation algorithms
for the K-center and K-median problems [1], [14]. Other
algorithms are based on a greedy strategy [13], [14] or on
he connectivity degree of the routers and the ASs [13],.[15]
owever, no work has yet addressed the reciprocal effect of

the SBC, rather than the non-globally unique IP addreﬁe serviced traffic flows. Ignoring this important issue may

of the_ calling user. This case is shown in F|gure 2(b). result in the creation of network hotspots, which may lead
« The firewall traversal problem of VoIP sessions can qE

(b) the codec is not replaced

Fig. 2. VolP communication through a session border controlle

local network will carry the globally-unique IP address o

; i ) exponential degradation in the service latency, or eeen t
overcome. Since firewalls are usually closed for UD enial of service

traffic, the local a_\dministrator can open t_he firewalls qnly Some papers, such as [3], [18], suggest placing the service
for UDP connections that are originated in or are d?‘s“” teways in a distributed manner. This approach is claimed t
for the local SBCs, when these are employed. This ¢

. o) & scalable, efficient, and adaptable to dynamically chengi

IS aIsp_ shown in Figure 2(b). network conditions. However, it may be more prone to de-

* Prowdl.ng QQS from a S”.‘a.” set of SBCs to the targ?onment difficulties, as stateful services have to be foded
peers is easier than prowdmg_ QoS from each end u fm one gateway to another, and clients need to continyousl|
to these peers. For example, i MPL_S tunnels are US§liocate the gateways. Furthermore, it was shown in [6]} [19
then the numbe.r of required tunnels is smaller by Seveliﬂlat Web traffic in the long term is fairly stable, with relagy
orders of magnitude.

o ) ) moderate changes. This implies that determining the locati
The concepts presented in this paper in the considered SBEyateways using long-term traffic distribution statistican

based VoIP architecture can be taken advantage of as folloys very effective.
Each VoIP client is configured with a local redirect proxy pjacement and selection of relay nodes in a network is also
server. This server only participates in the signaling & thyggressed in the field of anycast servers. Anycast is a gutin
VoIP calls. To set up a new call, the client sends a SlRechanism that forwards a packet to at least one node from
INVITE message to the proxy. The proxy takes into accougtset of possible destinations. In [20], the authors ingessi
the location of the client and c_)f the potenngl SBCs. It S‘Slecs_election algorithms of already deployed anycast relayeser
one of these SBCs (e.g., using the algorithms proposedjich forward the received traffic to the final destination.
this paper), and responds to the client with a 3XX Redire¢hgjr main conclusion is that the best selection algoritsm i
message, asking this client to establish the call through Hependent on the placement algorithm for the servers. Other
selected SBC. The clients then sends an INVITE messagepgbersy such as [21], [22], suggest selection algorithras th
the selected SBC, and the SBC sends such a message tq{[}mize response time.
remote peer. Relay nodes are also deployed in sensor and wireless net-
works. Relay nodes with higher energy capacity are deployed
IIl. RELATED WORK in these networks in order to shorten the transmission snge
The problem of placing network intermediate devices had regular, more energy-constrained, nodes and to alkeviat
been extensively addressed in a vast range of fields. Mts¢ need for them to relay data for other nodes. In [23]-
notably, much work has been done on the placement of cacH@$], the authors suggest placement algorithms that opéimi
Web proxies [11], [12] and mirror servers [13]-[15]. Usyall various metrics such as average node lifetime and averaig no
these devices respond to the service request themseless; ttongestion.
do not forward any traffic to a destination node. However, asFinally, a concept called N-hub shortest-path routing is
noted by [1], they can also be considered as private caggesented and explored in [26]. In this routing paradigm, a
of session-oriented services in which the volume of traffitaffic flow can be routed through up f§ intermediate nodes
changes after it passes through the service gateway. Her{fbebs) before reaching its destination, while traversihg t
our results are applicable to such services as well. shortest paths between them. N-hub shortest-path routasg w



shown to be an effective approach for ensuring load balgnciof link e. Let 7 C V x V be a set of flows and(f)
and achieving better utilization of network resources.Hist f € F be the bandwidth demand of flo. Let S be the
paper we build on this result and leverage the benefits of thet of service types deployed in the network. 181 C F,
N-hub shortest-path routing scheme. s € S, be the subset of flows that require a service of type
Vs1,82 € 8, F sy NFs, = ¢ andJ,cg Fs C F. Letk, < |V
is the maximum number of service gateways for service of
type s. Let pyy, Yu,v € V, be a predetermined path between
The optimization metric we consider maximizes the volumgodesu andwv. A flow (o, d) serviced by a gatewaly must be
of admitted traffic, subject to an upper bound on the loaduted on the path,;, and then on the pathy, 4. A flow (o, d)
imposed on each link. This criterion is relevant for servicghat does not demand a service must be routed on theppath
providers that must provide guaranteed bandwidth to sorBech gateway can be deployed on one of the network routers.
of the flows, such as video or voice streams, which hawehe load of a link is the total traffic the link carries divided
strict QoS constraints. Our approach can also be appliedd its capacity.
several other optimization metrics, such as minimizing the The placement probleris defined as follows. For everyc
delay, minimizing the average packet loss, or minimizing ths, find #, C V, where|H,| < k,, for which there exists an
maximum load. H,-limited 1-hub routing ofF, C F,, and a direct routing of
The metric selected above is good for achieving loaglibsetF’ C F\F,, such that the total load imposed on each
balancing. However as in other traffic engineering schemes gink does not exceed the threshald and the total bandwidth
scheme may lengthen the routes taken by the flows. Nonetbeuses}"s UF is maximized.
less, this has no adverse effect as long as the network Esour The selection problemis defined as follows. For every
are indeed better utilized and the total accommodateddraffi ¢ S, let H, C V be the set of (already placed) service
increases. Moreover, since our scheme reduces the loadgafeways. For every € S, for every f € F,, either assign
overutilized links, it also reduces the queuing delays i@ thh service gateway. € H, or reject it, and for every flow
network. Therefore, end-to-end delay is likely to be reducer ¢ U,es Fs» either routef directly to its destination or
despite of the longer routes. reject it, such that the sum of the bandwidth demands of the
We now formulate the two problems described in Section &dmitted flows is maximized, and the load imposed on every
placement of service gateways, and selection of servia® gdink does not exceed the threshald
ways. We assume that the network offers several servicesBoth problems are NP-complete even for the special case
each of which is offered by a set of service gateways. For tghere|S| = 1, F; = F andVu,v € V p,, is the shortest-
sake of simplicity, we assume that each flow demands at mpsth between: and v. To prove that the decision variant of
one service, which is rendered by one gateway from a setthé placement problem is NP-complete, consider a slightly
gateways that can deliver this service. Still, all the althons different problem: Find a set{ C V, where |H| < k, for
described in the next sections can be extended to addressvihich there exists afi-limited 1-hub routing ofF, such that
case where a flow may demand multiple services and hatee maximum link load is minimized. The decision variant of
therefore, to traverse multiple gateways. Note that a flo mehis problem is deciding for a given instance whether there
require no service at all. In this case, it should not be m@butexists a suitable set of hubE for which there is anH-
through a gateway, but through the direct path from its ssurtimited 1-hub routing forall the flows while ensuring that
to its destination. We assume that between every two nodRg& maximum load on a link does not exceed a threstold
in the network (end nodes or service gateways) there existing26] it is shown that finding “1-hub routing” under a simila
single predetermined route, to be used by the traffic betwestimization criterion but with is no upper bound éris NP-
them. However, we make no specific assumptions regardiggmplete. This implies that the problem with= |V| is NP-
this route. Therefore, such a route can be the “standargimplete as well. Hence, the problem with an arbitrary value
shortest path between the two nodes, or a pre-establislgd: must also be NP-complete.
MPLS tunnel. To avoid having to forward states from one Getting back to our original problem, the decision variant
service gateway to another, and to avoid packet reorderipfthis problem is deciding for a given instance whethereher
or route oscillation, we require that the same gateway serggists a set{ C V of hubs, whergH| < k, for which there
each flow for the entire flow duration. A flow serviced by &xists anf-limited 1-hub routing for a subset of flows whose
gateway is said to be routed through that gateway. We call tfagal bandwidth demand is not less than a thresWdlduch
assignment of hubs (service gateways) to flowsFitl-hub that the load imposed on each link does not excéed et
routing” of F. us assume that there is an optimal polynomial algorithm for
Definition 1: Let # C V. An instance of 1-hub routing is this problem. If we takel’ to be the sum of the bandwidth
‘H-limited for a given set of flowsF, if only nodes fromH demands of all the flows if’, we can decide in a polynomial
serve as hubs for the flows if. time whether there exists a suitable 1-hub routing thatemut
A route in anH-limited 1-hub routing is denotedlahub() every flow in F while keeping the maximum load imposed
route The routing domain is represented by a directed graphn each link belowl.. However, such an algorithm can also
G = (V,E), whereV is a set of routers and’ is a set solve in polynomial time the decision variant of the problem
of directed links. A bidirectional link is represented byotw shown earlier to be NP-hard.
counter edges. Leti(e) Ve € E be the bandwidth capacity It can be easily shown that the offline decision variant of

IV. PROBLEM MODEL
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the selection problem is NP-complete, using, again, a teuc bandwidth demand may be accommodated. After finding an
from the routing problem presented in [26]. optimal solution for the relaxed linear program, we have for
As already said, we address the selection problem in theery flow f = (0,d) € Fg a set of hubg"; through which
online context. A competitive ratio for an online algoritti;y  ¢(f) or part of it is routed. An empty'; indicates thatf is
defined as the worst case ratio, over all sequences of flomst admitted. Every hulk € I'; defines a route from» to
between the value of the solution found by the algorithm ant] which consists ofy.;, and p,4. Each such a route carries
the value of the solution found by an optimal offline algamith a fraction ofz;s from ¢(f). In order to convert the solution
[27]. In [26] it is shown that if the optimization criterionto the relaxed linear program into a solution to the original
is to minimize the maximum load, and the flows have imteger program, each hube I'; is associated with a weight
limited and unknown duration, the best and worst competitithat equals to that fraction. The sum of the weights for every
ratios areO(|E|). It can be shown that a similar proof alsd's equalsX;.
applies for our selection problem. Hence, in the following The weight of hubi in every I'; is rounded to 1 with
discussion we assume that each flow has an unlimited duratfmobability «,;/v, where~y is some constant larger than 1
or, alternatively, known duration. This assumption allowshose value will be discussed latter, and to 0 with the
us to differentiate between the performance of the varioaemplementary probability. There might be flows for which
algorithms by their competitive ratios. more than one hub is chosen for routing the whole demand,
and other flows for which no hub is chosen. In the former case,
V. ALGORITHMS FORTHE PLACEMENT AND SELECTION  one of the hubs is arbitrarily selected, whereas in therlatte
PROBLEMS case the flow is not admitted for routing. These decisions are
A. Algorithms for the Placement Problem made independently for each flofy A flow f € F\Fg that

. . N .., _requires no service is admitted with probability;/v. W
In this subsection we present approximation algorithms appendix A we prove that there exists a vatuefor

and heuristics for the placement problem. We first propogg,ich the above probabilistic algorithm can be transforred
an approximation algorithm whose worst-case performasiCe,| yeterministic one that yields a feasible solution. Thathie

upper bounded. , number of service gateways does not exckeghd the load
Algorithm V-A.1: We start by formulating the problem asiqqed on every link does not exceed 1. We also show that
an integer linear problem. Leks = (g 7. The following 6 aqmitted bandwidth of the solution is not smaller than
variables and parameters are defined: Q(max{(y*)2/|E|,y*/\/|E[}), where y* is the bandwidth
e z;jy — a binary variable, whose value is 1 if nodes  admitted by an optimal solution for the relaxed problem.
{V, ¢} is assigned as a hub for the traffic of flfivand 0 Note that in certain cases, when the number of the service
otherwise. The symbab denotes a dummy hub. Namely,gateways is small compared to the number of flows, the service
if ¢ is assigned tof, then f does not pass through anygateways may become congestion hotspots. In these cases, th

hub. traffic that can be admitted into the network is bounded by the
« Xy — a binary variable, whose value is 1 if floyis capacity of the links surrounding the service gatewayss Thi

admitted, and O otherwise. gives rise to the following heuristic, which maximizes this
« h{ —a binary variable, whose value is 1 if nodes used pandwidth.

as a hub for some flow itFs, and 0 otherwise. Algorithm V-A.2: Let D” = min{D¥, D%}, where D}, =

o z{; — for every flow f = (o,d), nodei € V" and linke, Y e Blem(nw) W(€) AN Dy = 3 piom () ule). We call

out

#p = L1f e is 0N p,; OF pig, and O otherwise. If = ¢ pv the capacity ob, and_ ;. t(f) the bandwidth demand

zy = 11if elis onp.q, and O otherwise. of s. Set all vertex capacities and service bandwidth demands
The target function is: as unassigned. First, assign the vertex with the highest-una
maximize 3 t(f) - Xy signed capacity to the service with the highest unassigned
subject to the following constraints: bandwidth demand. Then, subtract the unassigned capacity
@ vf Zie{qu} zip > X; of the vertex a_md the unassigned ba_ndwidth d_emant_j of the
b) VferF =0 service accordingly. These two steps iterate until eachicer
© Vi ]__S x‘” _; is assigned:, vertices. [
@ ve s Z‘“ e t(f) < Lu(e) Note that Algorithm V-A.2 does not take into account the
, Vel f if s = distribution of the flows in the network. It only maximizesth
Efe)) zl €V.s,feTs %f < };;g - capacity of the service gateways, in order to reduce thait.lo
s iev i = Rs

_ @ As mentioned above, the goal of most placement algorithms
(@ Vie{V,é},f,s zif € 10,1}, X €{0,1}, proposed in the past is to minimize the average or maximum
hi €{0,1} routes of the flows. Algorithms based on approximations for
The linear relaxation of the program allows each variabtde K-centerand K-medianproblems have been proposed in
to be assigned any real value [, 1]. This implies that the [1], [14]. They can be summarized as follows.
requirement to route the entire bandwidth demand of everyAlgorithm V-A.3: For every services € S, construct an
flow f € Fg on a single route is now relaxed. Note, howeveinstance of thek-mediank -center problem from an instance
that a flow f = (o,d) € F\Fs (i.e., a flow served by no of the placement problem. For every service S, every flow
gateway) still can be routed only gn,. Though not all it's f = (o,d) € F is considered as a client. Each routee V



is considered as a site. The distance between a client andvary link, [29], [30]. We now adapt the algorithm presented
site is set to the length of the path @ between the source in [29] to our selection problem. The algorithm assumes that
of the corresponding flow and the site, plus the length of thg,,. < wmin/P, Wheret,,.. and u,,;, are the maximal
path inG betweenv and the destination of the correspondingpandwidth demand and minimal edge capacity, respectively,
flow. Then, use an approximation algorithm for tRemedian and P > 2. The algorithm yields a competitive ratio of
or the K-center problem (e.g., [28]) that selects a setcpf O(P|V|Y/T).
vertices to be used as the locations for the gateways ofcgervi Algorithm V-B.3: Let D denote the length of the longest
s. B 1-hub route inG. Choose one of the following two routing
These algorithms are considered computationally intensivnethods with equal probability, and route each incoming flow
Hence, a greedy placement strategy was proposed asregquest accordingly.

efficient alternative [13], [14]. 1) Set u = 2D. If the flow's bandwidth demand is
Algorithm V-A.4: For every services € S, choose thek, larger thanizzx, then route the flow over and set

Iocgtlons mks. |tera}t|0ns: In each |terat|on select the Ioca'tlon Ve € 7 L(e) = L(e) + Pul(e) ’
which, in conjunction with the locations selected in preso - Tmin
iterations, imposes the smallest average of route lengths f conditions holds:

if one of following

the flows inF,. ] o f € Fs and there exists a 1-hul() router for f
for which 3° . (u* — 1) < D holds,
B. Algorithms for the Selection Problem o f=(0,d) ¢ Fsand)_ . (u"© —1) < D holds
We now present algorithms for the online selection problem. for 7 = poa.

When a flow is introduced into the network, the selection Otherwise, reject this flow.

algorithm can either reject it or admit it. If necessary, it 2) Setu = (2D)1+ﬁ. If the flow’s bandwidth demand is
can also assign to the flow a service gateway. The service less thanpz, then route the flow over and setve €
gateway is selected from a shft; of gateways that offer the 7w L(e) = L(e) + Z((J:))’ if one of following conditions
required service and whose locations have been determined holds: ‘

in advance. The rejection and assignment decisions are made
without being aware of forthcoming flows. Furthermore, it is

o [ € F, and there exists an 1-huM() route r for
the considered flow for which, . (u"© —1) < D

assumed that an active flow cannot be stopped or reassigned holds
to a different gateway. ' L
i . . o f=(0,d) ¢ Fs and (&> —1) < D holds
The selection problem can be translated into a special case ]‘c];r W(: p) f s Lcen(H )
of a well-known traffic engineering problem called tbeline . o .
9 gp Otherwise, reject this flow. |

unsplittable flow probleni29]. In this problem, every flow
may be routed over an arbitrary route. In our problem, a flow It can be shown that this algorithm achieves a competitive
may only be routed over a limited set of routes that must pa&io of O(P|V|'/F) for our selection problem. The proof is
through one of the service gateways, or over a single diré¢filar to the one presented in [29] because the following
path. In the following, we extend the results for the generglaims always hold: 1) An admitted flow is routed on a path
unsplittable flow problem to address our selection problemWhose cost is less thah; 2) A rejected flow has no path
We first present gateway selection schemes employedWROSE cost is smaller thaR. As in [29], a cascade network,

previous work (e.g. [1], [13], [14]). in which all simple routes can also be viewed as 1-hub routes,
Algorithm V-B.1:If f € F,, select fromH, the gateway can be used to show that the above algorithm achieves the best
that imposes the shortest path on the flow. m competitive ratio.

The main advantages of this algorithm are its simplicity and One drawback of this algorithm is that the current load
its ability to minimize the consumption of network resowgce On every network link cannot be delivered to the nodes in
Indeed, the scheme performs very well in practice when traffieal time. If this information is not available, the algbrit's

is distributed evenly across the network. performance might be impaired as a result.
Another example of an algorithm employed in previous To overcome this drawback, algorithms with some a priori
work is the following closest gateway algorithm. knowledge about forthcoming flows are presented in [31]
Algorithm V-B.2:If f € F,, select the gateway frori{, and [32]. The algorithm in [31] knows only the source-
that is closest to the source of the flow. B destination pairs of future flows; it predicts where hotspot

This scheme does not require the source to know the netwaite and diverts traffic to less congested areas. The algorith
topology, but only its distance to every service gateway. in [32] also knows the average traffic between every pair
The above algorithms belong to a class of algorithnaf nodes, additional information which leads to improved
that do not take into account the load distribution but onlgerformance over [31]. We take advantage of this result, and

the network topology. These algorithms employ only oneresent the following heuristic for the selection problem.
path between a source-destination pair, regardless offpp@ss Algorithm V-B.4: Given a set of service gatewags, s €
network hotspots. Consequently, they might create coimgestS, solve the relaxed linear program presented in Section V-A
if the traffic is not evenly distributed. while setting the variableh; to 1 if i € H,, and to O

A more sophisticated class of algorithms takes into accoustherwise. The target value of the solution is a lower bound
not only the network topology but also the current load ofor the optimal offline selection problem. Lef, and X} be
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the values assigned by the solution to variabigs and X ¢,

1 T

respectively. Admit a flow with probability X ;. If f requires o P——
a service, gateway is selected for the flow with probabi“ty 09 Eazfﬁgé 77 ” -

In order to solve the relaxed linear program, a source node
need only know the long-term average traffic distributian. | &
does not require up-to-date information regarding the lofad
the links.

0.7

0.6

05

Relative Admitted

oal 7 T |

V1. SIMULATION STUDY

03 | -7 —
In this section we evaluate the performance of the placement g

and selection algorithms presented in Section V. We use °

router-level AS topologies, generated with the BarabdbeA 01 - pos pos " pos pos s pos %

model [33], using the BRITE simulator [34]. The Barabasi- Offered Load

Albert model captures two important characteristics of A

topologies: incremental growth and preferential connégti

of new routers to well-connected existing routers. These-ch

acteristics yield a power-law degree distribution of theteos.
To validate our results, we also use actual ISP topologiddstance, we determine the allowable traffic volume in the

as inferred by the RocketFuel project [35]. The bandwidthetwork using each of the following selection algorithms:

for each link is based on [36]. The Rocketfuel topologies 1) Shortest Path, Algorithm V-B.1, referred to in the fol-

include between several dozens to several hundreds rputers lowing as SP.

whose average link degrees is less than 3. For each syntheti2) Closest gateway, Algorithm V-B.2, referred to in the

or real AS topology, we generate a traffic matrix according  following as Closest.

to a power-law distribution. A traffic matrix and a network 3) Algorithm V-B.3, which uses the exponential link

I§‘|g. 3. The potential effectiveness of the various placersehemes

topology form together one instance of the placement proble weights, referred to in the following as Exp.
For each such an instance, we determine the locations of th&) The optimal estimation heuristic, Algorithm V-B.4, re-
service gateways using the following algorithms: ferred to in the following as Est-Opt.
1) The probabilistic approximation algorithm, Algo- 5) A random algorithm that chooses a random service
rithm V-A.1, referred to in the following as Prob. gateway, referred to in the following as Rand-Sel.

2) The maximum bandwidth location heuristic, Algofor each selection scheme, the flow is admitted if the route
rithm V-A.2, referred to in the following as Max-BW. through the selected gateway does not violate any of the
3) The K-median algorithm, Algorithm V-A.3, referred to network capacity constraints. Otherwise, it is rejected.

in the following as K-median. ~ Every simulation scenario in this section is tested about
4) The greedy algorithm, Algorithm V-A.4, referred to in400 times: 10 different network topologies were generateti a
the following as Greedy. 40 traffic matrices used for each topology. For all simutatio

5) A random algorithm, which chooses the location fofesults, the widths of the confidence intervals of the exgubct
each gateway randomly from the entire set of networdmitted traffic (using a confidence level of 95%) were less

nodes, referred to in the following as Rand-Loc. that 5% of the average value.
To solve the linear programs in algorithm Prob, we use theWe start by evaluating the placement algorithms. For each
Lp_Solve software [37]. set of gateway locations selected by a placement scheme,

Due to lack of space, most of our simulations focus on thee solve the relaxed offline selection problem described in
case where all the flows require the same service. At the endSgfction V-B. The optimal solution for this problem gives
the section we validate these results we with simulationltes an upper bound on the traffic volume that can be admitted
for the more general case. A sequence of flows is generaiath the AS for the specific gateway locations. This allows
using the average traffic distribution given by the traffidmixa us to evaluate the potential effectiveness of every plaoeme
Taking the average traffic between two vertices, we determischeme, regardless of the selection scheme. Figure 3 slepict
the average life-time of every flow, the average bandwidthe results for a medium-size AS, with 50 routers whose
demand for every flow, and the average flow inter-arrival imeaverage degree is 4 links. Each placement scheme produces
Throughout the simulation study we change the offered loadset of 7 gateway locations. Theaxis represents the total
in the network by adjusting the network-wide average of¢hegsccepted traffic divided by the maximum admitted traffic from
three parameters. all simulation scenarios. The-axis represents the offered

Each flow is associated with the following parameters: laad, which is the average amount of bandwidth that needs
source node, a destination node, bandwidth demand, arrit@lbe serviced at any given time between two nodes (i.e., the
time, and time duration. The network topology, the sequenagerage bandwidth demand per flow multiplied by the average
of flows, and the locations of thé service gateways form flow life-time divided by the average flow inter-arrival tijne
together one instance of the selection problem. For eadh suclt is evident from the graph that Prob and Max-BW have



the best potential effectiveness. The potential effentgés network resources.

of Prob is attributed to its ability to place the gateways We can conclude from Figure 4 that the placement algo-
while taking the traffic distribution into account. The factithms Prob and Max-BW combined with the selection algo-
that Max-BW has roughly the same potential effectivenessrithms Est-Opt, Exp and Rand-Sel exhibit better perforreanc
somewhat unexpected, because it does not take into accdban every other combination.

traffic distribution. In this simulation setting, howevare note We now take a closer look at the performance of the above
that the service gateways create bottlenecks in the netwamentioned combinations, by changing the number of service
Therefore, by increasing the bandwidth around the gatewagateways and the link density. Again, we consider two AS
Max-BW is able to increase the admitted traffic. To verifyypes, each with 50 routers. One type has an average link
this, we also measure what percentage of the rejected floseggree of 4 while the other has an average link degree of 7.
were rejected because of congestion on the links of thecgerviVe change the number of service gateways for every AS and
gateways. On the average, this percentage is 75% for Max-BWeasure the traffic admitted by the algorithms. Figure 5alepi
and 85% for every other algorithm. This proves that a majorithe results. They-axis in the graphs represents the admitted
of the rejected flows is indeed attributed to congestion rdoutraffic divided by the offered load, while the-axis represents
the service gateways. the number of gateways.

The potential effectiveness of Greedy and K-Median is, It is evident from both graphs that when the number of
respectively, 20% and 45% less than the potential effentise service gateways increases, so does the volume of admitted
of Prob and Max-BW. This is because these algorithms aimaffic. This indicates, again, that when the offered load is
to minimize the average length of the chosen routes. Hensefficiently high, the gateways are likely to create bandkwid
they place the gateways close to congested areas in the B&tlenecks. As the number of gateways increases, the band-
K-median performs worse than Greedy because K-medianwiglth they can service increases as well, and their immediat
much more successful in minimizing the average route lengthcinity becomes less congested. When the link density is 4,
The Rand-Loc scheme performs better than K-median, sirtbe increase in traffic admitted as a result of the increasigein
it places the gateways uniformly throughout the AS, therelmumber of gateways is more moderate. This is because when
allowing some degree of load balancing. there are many service gateways, the bottlenecks are cshifte

Next, we evaluate the combined performance of the pladeem the gateway areas to other areas of the AS. However,
ment and selection algorithms. Again, we consider a mediunvhen the link density is 7, the AS has much greater capacity,
size AS with 7 service gateways and 50 routers whose average the gateways impose again bandwidth bottlenecks. From
degree is 4. For every set of service gateways determiréidure 5(a) we can see that when the service gateways no
by the placement algorithms, we apply each of the selectiomger constitute the bandwidth bottleneck, Max-BW does
algorithms presented above. The graphs in Figure 4 depictt perform as well as Prob, and Exp performs better than
the results. To compare the performance of the various coRand-Sel. This is because the gateways are less congested,
binations, we use the following relative performance neetriso that judicious placement and selection algorithms ik t
the ratio between the bandwidth of flows admitted by thieto account the traffic load — Prob and Exp, for example
placement and selection algorithms and the bandwidth offlow perform better. Another important point is that when the
admitted by the same placement algorithm combined with thiek density increases, Exp performs better relatively He t
optimal solution of the relaxed offline selection. This tieka other algorithms. This is related to the network links bdegs
performance forms thg-axis of all the graphs in Figure 4, congested. Hence, a prudent decision that takes into accoun
while the offered load forms the-axis. the varying network loads achieves better load balancing.

First, it is evident from all the graphs that the relative To validate the results from the synthetic graphs, we run
performance of each selection algorithm is roughly the sarsenilar simulations, but this time over real AS topologies a
for all placement algorithms. The selection algorithm thanferred by the RocketFuel project [35]. The results forsthe
exhibits the best performance is Est-Opt. For every placémaimulations are shown in Figure 6. The topology studied in
algorithm, Est-Opt admits flows whose bandwidth is almo&igure 6 is of the Exodus ISP, which consists of 80 routers and
80% of the bandwidth of flows admitted by the optimal47 links (link density = 1.8). Comparing Figure 6 to Figure 5
solution. This can be explained by the fact that Est-Opt és theveals that the considered combinations of algorithms hav
only selection algorithm that is aware of the long-term ager similar performance to what we found in the synthetic graphs
traffic distribution. Surprisingly, Rand-Sel performs ghly To further validate our results, we run simulations with a
the same as Exp, despite the fact that Exp is aware of the Aiferent demand model, called the gravity model [38], [39]
topology and the current link loads. This can be attributed tn this model the offered load from node to nodewv is
the fact that all gateway links are highly congested. Thwreef proportional to the product of the total traffic volume exgi
it does not matter which gateways are selected, as long as #hand the total traffic volume entering The results for these
load is evenly distributed among them. simulations are shown in Figure 7. The AS topology in this

It is also evident that SP and Closest exhibit the worstudy has 30 routers and link density of 4. It is generated
performance. This is, of course, because both schemeg salsing the BRITE simulator just as described previously. For
only one gateway for each source-destination pair, whigach router in the AS we use the Zipf distribution to deteemin
leads to poor load balancing. Closest is inferior to SP sintlee total amount of traffic entering and exiting the routey. B
its selection imposes longer routes, which consumes mam@mparing Figure 7 to Figure 5 we see that the considered
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Fig. 4. The relative performance for every combination of giaent and selection algorithms
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Fig. 5. The admitted traffic for selected combinations of athars, as a function of the number of gateways

combinations of placement and selection algorithms hasenualtions has 30 routers, link density of 4, and 7 service
similar performance to what we found before. gateways. Figure 8 depicts the results. Thexis in the
We now examine the case where not all the traffic in the A@aphs represents the admitted traffic divided by the maximu
demands a service. Such flows are not routed through a serdfédfic admitted during the simulation. The-axis represents
gateway, but traverse the shortest-path between theicesouhe fraction of traffic that has to be serviced.
and destination. Such flows restrict our ability to balartee t In Figure 8 it is most important to note that even when
load in the AS. To investigate the effect of these “direct 86w only 20% of the traffic needs to be routed through a service
on the total admitted traffic, we run simulations where thgateway, the performance differs significantly for two safts
ratio of the traffic that requires a service varies from 20% tombinations of algorithms. The first set includes the three
100% of the total traffic. We run the three best combinatiom®mbinations of algorithms that do not use SP for routinge Th
of algorithms as previously found: Prob+Exp, Prob+Est-Opelative admitted traffic for this set is over 0.7. The second
and Max-BW+Est-Opt. In addition, we examine the two beset includes the combinations of algorithms that do utilize
placement algorithms, Max-BW and Prob, with the commonI$P. For this set the relative admitted traffic is less than 0.5
used SP selection algorithm, and the most commonly us€lis implies that judicious placement and selection of iserv
comination of algorithms: K-median and SP. The AS in thegmteways in the AS may yield a significant performance gain
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e , , , , , , The average long-term offered load between every two nodes
MAX-BWEst OBt is determined from the following parameters: the bandwidth
OT[ proveRenass "7 demand per flow, the lifetime of the flows, and their inter-
arrival time. These parameters are generated for each flow
using an exponential distribution. The-axis in the graph
represents the admitted traffic normalized to the case where
1 this update interval is 0. The-axis represents the update
interval normalized to the average inter-arrival time ofaniéo
with the same source and destination. In this simulatiom Ex
1 is used in conjunction with Prob. However, we saw similar
behavior of Exp with the other placement algorithms.

First, it is evident that as the update interval increases,
L - - - - - - - - ) the admitted traffic decrease_;. This is due to the fact that
Number of Gateways nodes have a greater probability to choose routes that are no
longer available. As the update interval increases, theesiod
make such wrong decisions for longer periods of time. It can
be seen that when the normalized update interval is 32, the
admitted traffic drops by half. However, when the normalized
update interval is less than 4, the performance loss is less t
even if only a small portion of traffic needs to be routed%. This implies that Exp can tolerate inaccurate infororati
through them. As the fraction of serviced flows increasefar short periods of time while achieving roughly the same
the performace difference between the two sets of algosthmerformance level as with accurate information.
increases as well. In fact, the traffic admitted by the fir$t se As discussed earlier, the selection algorithm Est-Opt and
of combinations increases while the traffic admitted by thie placement algorithm Prob rely on a priori knowledge
second set does not. This is due to the fact that even thoughthe long-term average traffic distribution in the AS. The
the gateways are placed judiciously in the AS, the SP selectisimulation results presented above are based on the assnmpt
algorithm does not try to load balance the traffic. that these algorithms have accurate information regarding

As noted above, the main drawback of Exp is that this distribution. However, in reality these algorithmsliwi
requires every node to have information on the current loggdobably have only a rough estimate of this distribution. In
of every network link. This information can be obtained vighe following we evaluate the effect of inaccurate inforioat
an extension to a link state routing protocol, like OSPF-T&n the effectiveness of these algorithms. We add uniformly
[40]. However, this information cannot be always obtained idistributed random noise to the long-term average digichu
real-time, mainly because update packets cannot be serg-imof the traffic. Figure 10 depicts the performance of the three
diately after every change in the link load. We now study th@ombinations: Prob and Est-Opt, Max-BW and Est-Opt, and
performance of Exp under this practical constraint. Figeire Prob and Exp. We consider an AS with 30 routers whose
depicts the performance of Exp as a function of the upddiek density is 4, and with 7 gateways. Theaxis in the
interval. As in the previous simulations, short-term taffows graphs represents the admitted traffic divided by the adahitt
are created between every two nodes in accordance with tredfic when accurate information regarding the long-term
long-term average offered load imposed by the traffic matrikcaffic distribution is available. The-axis represents the noise
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Fig. 7. The admitted traffic for the best combinations of aldons, as a
function of the number of gateways, for the gravity demand model
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(gateways were placed using Prob)

30 routers with average link degree of 4 and 7 gateways.

M&f’é‘;‘g}égﬁ?g{ - The y-axis represents the admitted traffic as the AS evolves,
oof N “" 1 divided by the admitted traffic for the baseline AS. Thexis
represents the number of nodes added to the AS since the last
08 - e 1 placement of the gateways. The new nodes are added to the AS

topology according to the Barbasi-Albert model [33]. As the
AS topology evolves, so does the traffic distribution, bseau

07} T B

Relative Admitted Traffic

06 L A the new nodes inject more traffic into the network.
. From Figure 11 it follows that as the number of new
o8 1 nodes and the offered load in the AS increase, so does the

admitted traffic. Adding 10 new nodes to the network incrsase
the admitted traffic by 67%, 132%, and 107% when using
03 ‘ ‘ ‘ ‘ ‘ ‘ ‘ the algorithm combinations of K-median and SP, K-median
' te 2 2 e T ! e °  and Est-Opt, and Max-BW and Est-Opt, respectively. The
combination of K-median and SP has the most moderate
Fig. 10. The admitted traffic for selected combinations of atgms, when jhcrease. This is because the load on the service gateways
random noise is added to the traffic distribution information . .
is not properly balanced, and hot-spots in the AS are not
relieved. The other two combinations utilize the capacity o
the gateways more efficiently, with a sharper increase in the
magnitude. A noise magnitude of means that if the real admitted traffic. Hence, we conclude that algorithms Max-BW
volume of traffic between a source-destination pait,ithen and Est-Opt not only outperform the other algorithms, bsbal
the algorithms know an inaccurate estimate of that volurae thutilize the network resources more efficiently when the AS
ranges uniformly betweety X andtX. evolves.

As expected, Figure 10 reveals that as the random noiseFinally, note that in the model as presented in Section 1V,
increases, the effectiveness of the algorithms decre&ses. the bandwidth demand of the flows is rigid. However, there
thermore, the performance decrease is more drastic when Bsé cases where the bandwidth demand of a flow is flexible.
Opt is used as a selection algorithm. For example, the agtinitFor example, during the startup of a multimedia session, it
traffic is reduced by almost 66% for a noise factor of 5. Thisan change its demand by using different codecs. To examine
suggests that the sensitivity of Est-Opt to traffic estiorati the effect of such flexibility on the performance of the vaso
errors is high. When Prob is used with Exp, the performaneggorithms, we run some simulations where bandwidth demand
is less drastically affected. For example, when the nois®fa of a flow is halved if the original demand cannot be satisfied.
is 5, the admitted traffic decreases by 40%. This is becausgis process repeats up to 3 times or until the demand can
Exp does not rely on traffic estimates. be satisfied. The profit gained by admitting a flow is relative

Next, we evaluate the effect of AS evolution on the ade the flow's satisfied bandwidth. Our results show that the
mitted traffic if the gateways are not dynamically relocatecdombinations of Prob+Est-Opt, Prob+Exp, and Max-BW+Est-
in accordance with topological changes. Figure 11 depidBpt have the best performance yielding a relative admitted
the performance of three combinations of placement andffic of 0.81, 0.77, 0.75, respectively. The K-median+SP
selection algorithms: Max-BW and Est-Opt, K-median andombination has the worst performance in the non-rigid hode
Est-Opt, and K-median and SP. We consider an AS withith a relative admitted traffic of only 0.3. These results @r
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agreement with those reported earlier for the originalid)ig [9] A. Medina, N. Taft, K. Salamatian, S. Bhattacharyya, and Ofot,

model. Another result for the non-rigid model is that with ;Trgifggd'&aggé fetsrg“zg?\;l‘fs'féigg‘aggggiques and new diieus,” in
the Prob+Est-Opt, Prob+Exp, and Max-BW+Est-Opt COmb[!IO] Y. Vardi, “Network tomography: Estimating source-destion traffic

nations the total volume of admitted traffic increases by 60% intensities from link data,”J. of the American Statistical Associatjon
70%, whereas with the K-median+SP combination it increases, PP- 365-377, 1996. _ _
b Iv 10%-20% [11] B. Li and et. al., “On the optimal placement of Web proxiesthe
y only 10%-2U%. Internet,” in Proceedings of IEEE INFOCOMMarch 1999, pp. 1282—
1290.
VIl. C [12] X. Jia and et. al., “Optimal placement of proxies of repted web
' ONCLUSIONS servers in the Internet,” imternational Conference on Web Information

; Systems Engineerin@000.
We proposed a novel approach for addressing the proble S. Jamin and et. al., “Constrained mirror placement on titerhet,” in

of placement and selection of service gateways. Rather than proceedings of IEEE INFOCOMApril 2001, pp. 31-40.
considering the need to route traffic to its destinationdgio [14] L. Qiu, V. Padmanabhan, and G. Voelker, “On the placeménveb

the gateways as a burden that has to be minimized, we take igg’frlrgggcas'" irProceedings of IEEE INFOCOMol. 3, 2001, pp.

advantage of this need for the sake of traffic engineering. We) p. Radoslavov, R. Govindan, and D. Estrin, “Topologeimed Internet
translated the problems of gateway placement and selection replica placement,” irProceedings of WCWune 2001.

i ati ; ; ; soeti [16] Y. Ahmad and U. Cetintemel, “Network-aware query progegsfor
to optimization traffic engineering problems whose objexti siream-based applications " Rroceeding of VLDB2004.

is to maximize the admitted throughput. In this contexthbo{17] u. srivastava, K. Munagala, and J. Widom, “Operator etaent for
problems are NP-complete. For the placement problem, we in-network stream query processing,” Roceeding of PODS2005.

ilicti ; ; ; [18] T. Nakano and T. Suda, “Self-organizing network sesiawith evo-
presented a prObabIIIStIC approximation algorlthm (me lutionary adaptation,” inEEE Transactions on Neural Networkgol.

an efficient heuristic (Max-BW). For the selection problem we  1¢(s), September 2005.
presented an algorithm whose competitive ratio is boundg@] K. Papagiannaki, N. Taft, Z. Zhang, and C. Diot, “Loregth forecast-

; ot _ ing of Internet backbone traffic: Observations and initialdels,” in
(Exp), as well as a simpler heuristic (Est-Opt). Proceedings of the IEEE INFOCQNWarch 2003.

We then conducted a detailed simulation study to examip®) z. Jianping, L. Kegin, and W. Zhimei, “Selection algbrits for any-
the performance of these algorithms. We showed that when cast relay routing,” inEEE International Conference on Performance,

the service gateways create bandwidth bottlenecks in the gor;‘g“tg‘géﬁgga%ﬁg‘r}gg”'Eat\'/%”gzoeog“drgp-ai}j‘M27H JU———

network, a simple placement heuristic that maximizes the " server selection technique for improving the response tinzereplicated
connectivity of the gateways (Max-BW) yields the best ressult  service,” inProceedings of IEEE INFOCOMApril 1998.

When the service gateways are not bandwidth bottleneck! E: W-zegura, M. H. Ammar, Z. Fei, and S. Bhattacharjee, phqation-
layer anycasting: A server selection architecture and misereplicated

a placement algorithm that takes into account the expected ep service,” inEEE/ACM Trans. on Networkingol. 8, August 2000,

traffic distribution (Prob) yields the best results. Theestbn pp. 455-466.

algorithm that was shown to have the best performance is Ei&8 Y- Hou and et. al,, “On energy provisioning and relay equiacement
for wireless sensor networks,” fEEE Transactions on Wireless Com-

Opt. This algorithm needs to know only the long-term average munications vol. 4, September 2005, pp. 2579—2590.
of the traffic distribution. Finally, the combinations oft€3pt [24] X. Kenan, H. Hassanein, and G. Takahara, “Relay noddoglement

with Max-BW or with Prob yield significant improvement over ~ Strategies in heterogeneous wireless sensor networksptatiiop com-
munication case,” ifProceedings of Sensor and Ad Hoc Communications

algorithms that only try to minimize the length of the traffic  and NetworksSeptember 2005, pp. 575-585.
routes through the gateways. [25] A. Kashyap, S. Fangting, and M. Shayman, “Relay placenfent

; ; ; ; minimizing congestion in wireless backbone networks,Pioceedings
Our main _COHC|USIOI‘I is that placement and S_eIeCtlon of of Wireless Communications and Networking Conferemogé 1, April
network services can be employed as an effective tool for 2006, pp. 159-164.
traffic engineering. [26] R. Cohen and G. Nakibly, “On the computational complexigd
effectiveness of N-hub shortest path routing,Piroceedings of the IEEE
INFOCOM, Honk Kong, March 2004.
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€

Lifz; .
APPENDIXA X5 = %( 2 Vi, f)
A PROOF FOR THEAPPROXIMATION RATIO OF v
ALGORITHM V-A.1 FOR THEPLACEMENT PROBLEM where
We now prove that Algorithm V-A.1 guarantees that the Wy(z) = Z ZiyZig, TOF (21,22,...,2n) €ER"
number of service gateways for every € S does not 1<i1<iz<n

exceedk,, that the load imposed on every link does nC\}Ve Know thatz
exceed 1, and that the admitted bandwidth is not smaller tha et us now consider the routing of only C F. We
Q(max{(y*)?/|E|,v*/\/|E|}), where y* is the bandwidth . =
admitted by an optimal solution for the relaxed problem. Tr%onstruct a proper estimator for the bad event where the

proof draws on the proof presented in [41] for the Unspligab andwidth of the admitted traffic is less thefa(1—1/e)/(2),

Flow Problem. The main difference is that here we also neé\;dhere Yu = ZfEUt(f) - X By [41], a possible estimator

. r this bad event is:

to prove that the number of service gateways for evegyS
in the solution does not which exceéd In order to focus on y [T, (1— 61)1)
our contribution we avoid reiterating some technical detai Xu = (1 — &y )ma(1=01) 7
the.proof. T_hese d_etal_ls are fully presented in [41].. How‘ev%vhere i = yi(1—1/e)/y and 8, — 1/2. We know that
all information which is crucial to the understanding of th% Y h 8?2
proof is included here. [ﬁgltgwg(#ﬁg)gi\:/vveirf)gg\;gé :siimatggé for the last bad

Let xjf X7 gnd hj be the vglues ass!gned o the Coréa'ents.' For every € V, let H? be a random variable whose
responding variables by an optimal solution to the relaxe lue is 1 ifi is chosen as azhub and 0 otherwise. Note that
blem. LetL. b d iabl ting the | . . ' .
probiem. LelL. be a random variable representing the 1o ese random variables are independent of each other, since
g\ch route for each flow is chosen independently of the athers

on link e € FE after the randomized rounding procedure. Lehe
s; Wh , be th ts of nod d hubs in t :

M, wheres € 5, be the sets of nodes used as hubs in We now find an upper bound on the expected value of each

of these random variables:

[xs] < 2/~°.

final solution.

As in [41], we need to find well-behaved estimators for
each of the following two “bad” events: edges overloaded, E[H!] = PrH;=1)=1- H (L=} /)
namelyL. > 1, and the objective function is not smaller than feF, ‘
Q(max{(y*)?/|E|,y*/+/|E]}). Let these two bad events be < 1_ H (1= h3*fy) = 1 = (1 — he* /y) 17l
denoted as’. and&,, respectively. Due to the nature of our - v v
problem, we also need to find a well-behaved estimator for fff
additional | S| “bad” events, namely, that more than hubs | Fs|hi™ /.
for services are chosen|t{;| > k). Let these events be The last inequality follows from the fact that for alle [0, 1],

denoted by¢,. 1—(1—2)" < na. We can now calculate the expected number
The first two estimators are identical to those presented df hubsH,:
[41]. We include them here for the sake of completeness. If

all the demands are less than 1/2, we have: E[Hs] = E[Z H] = ZE[Hf] < Z | Fs|hi™ [y

E[L) =) o2 - 1'(f) < 2/7, | Fslks /.
o Using similar considerations to those presented in [41] for

IN

IN

and constructingy§, we conclude that
Pr€) =Pr(> aip - 25 - t'(f) > 2), n TLA+6)H B
izf: ! ST [t opymearey A Bl < Glus, 32),
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where s = ’“S‘fS‘ > E[Hs], 62 = ﬁ —1. the above inequality. Thus, from Theorem 1 follows that if
We definey”,, as a well-behaved estimator faf;, while Yi, = Vi, We can efficiently select feasible paths for with
only the subset/ C F is considered for routing. It is obvious OPjective function valu&((yz, )*/|E[) = Q((y*)*/|E])-

that E[x4y;] < B[x"s].

To conclude the proof we need to show tQ¢y*/\/|E|)

Before proceeding the approximation ratio of the algorithnound. If y* > \/|E|, this immediately follows from the

we present the following theorem from [41].

Q((y*)?/|E|) bound. If y* < \/|E|, we simply choose to

Theorem 1:Let Ey, Fs, ..., E; be events and, s be non- admit a flow f for which ¢(f) = 1 holds. O

negative integers with + s < ¢ such that:
e F1,E,, ... E, are all increasing, with respective well-
behaved estimatorg, go, . . ., g,
e Fri1,...,E,.., are all decreasing, with respective well-
behaved estimatorg. .1, - .., gr+s,
e Frisy1...,E, are arbitrary events, with respective
proper estimatorg, 4 s+1, g2, - - - , gt
o all E; andg; are completely determined bﬁ"
Then, if

T r+s

1-([Ja-Elg)+1-( [ O=ElaD)+ Y Elal <1

=1 i=r+1 r+s+1

holds, we can efficiently construct a deterministic assignim
for X under which none offy, Es, ..., E; holds. (Empty PLACE
products are taken to be 1. If theregissuch thatE[g;] > 1, PHOTO
then the entire product is equal to 0.) [ ] HERE
We shall use the above theorem and the well-behaved estimato

for the “bad” events mentioned above to prove the following.

Theorem 2:A deterministic placement ok service gate-
ways that facilitates an admitted traffic of no less th
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We start by showing th&((y*)?/|E|) bound. LetF, be the
subset of flows for which traffic demand is at mdagg and
Fy = F\Fy. Let yf; be the optimal objective function when
only the subset/ C F' is considered for routing. We first
assume thayy, <y, i.e.,yp > y*/2. Since the event§),
and&. Ve € E are increasing and the evefy is decreasing,
in order to avoid these events we must have,

1- ((1 11BN T - E’[Xﬂ)) + E[x%] < 1,

€

where E’(-) = min{E(-), 1}.

Since
E[x%,) < H(yp(1-1/e)/v,1/2) < H(y"(1-1/e)/(27),1/2),
for a suitably large constant it can be shown thaty = Eh’gﬁg

c|E|/y* satisfies the above inequality. Thus, from Theorem|1  HERE
follows that if y3, < vy, we can efficiently select feasible
paths for F, with objective function value2((yj, )?/|E|) =

Q((y*)?/1E).-

Next, we consider the case whegg, > yj, . As in the
previous case, in order to avoid all of the “bad” events we
must have

1- ((1 -T2 ] - E’[x%])) +ENY] <L

Again, for a suitably large constantand from the same con-
siderations as above, it can be shown that ¢|E|/y* satisfies
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