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Abstract—In modern broadband cellular networks, the
omni-directional antenna at each cell is replaced by 3 or
6 directional antennas, one in every sector. While every
sector can run its own scheduling algorithm, bandwidth
utilization can be significantly increased if a joint scheduler
makes these decisions for all the sectors. This gives rise to a
new problem, referred to as “joint scheduling,” addressed
in this paper for the first time. The problem is proven to be
NP-hard, but we propose efficient algorithms with a worst-
case performance guarantee for solving it. We then show
that the proposed algorithms indeed substantially increase
the network throughput.

Index Terms—Cellular networks, 4G mobile communi-
cation, Optimal scheduling.

I. INTRODUCTION

A crucial step in the evolution of broadband cellular
networks is reducing the size of the cells and increas-
ing their number, in order to address the fast growing
demand for bandwidth. The major expenditure in the
deployment of a wireless network is installing BSs (Base
Stations) and connecting them to the backbone. Thus,
it is important to increase the number of cells without
the concomitant cost associated with the deployment of
many new BSs. This goal can be attained in one of the
following two ways, or by a combination thereof.

(a) Using cell sectorization: the omni-directional an-
tenna at each BS is replaced by 3 antennas of 120
degrees, or 6 antennas of 60 degrees, all operated
by the same BS.

(b) Using relay nodes: such relay nodes are governed
by low-cost BSs that have only wireless connectiv-
ity to the backbone through their “parent” (regular)
BS.

In this paper we study the first approach. A cell
is divided into multiple sectors, each is served by a
directional antenna, and all the antennas are governed
by the same BS (Fig. 1). The BS receives all downlink
packets destined for users associated with any of the
cell sectors. We define the new OFDMA (Orthogonal
Frequency Division Multiple Access) scheduling prob-
lem encountered by a BS in the proposed architecture
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Fig. 1. A cell of a cellular network, divided into three sectors using
antennas A1, A2, A3.

as “OFDMA joint scheduling,” because a single entity
(the BS) needs to make scheduling decisions for multiple
transmitting sectors/antennas1. This is a new OFDMA
scheduling problem, defined and solved for the first time
in this paper.

In addition to defining and solving the new OFDMA
joint scheduling problem, we build a detailed simulation
model, study the performance gain of joint scheduling,
and compare between the various algorithms presented
in the paper. We show that our new joint scheduling
algorithms significantly increase the throughput of an
OFDMA network.

In contrast to a “regular” scheduling algorithm, which
only needs to decide which packet should be transmitted
in the next OFDMA 1ms subframe, the joint scheduling
algorithm also needs to determine which antenna is the
best for serving each packet. This will not necessarily
be the one with which the target user has the best SINR
(Signal-to-Interference-plus-Noise Ratio). For example,
if the user has the best SINR with antenna A1 but
reasonable SINR with A2, and the sector of A1 is more
heavily loaded than A2, then a global optimum is likely
to be obtained by scheduling the transmission of this
packet using the OFDMA resources of A2 rather than
those of A1.

We show that the joint scheduling problem is equiv-
alent to the known NP-hard problem called GAP (Gen-

1Throughout the paper we use the words antenna and sector
interchangeably.



eralized Assignment Problem) if the scheduler does
not have to choose an MCS (Modulation and Coding
Scheme) for each packet. However, to improve the
performance of joint scheduling, we generalize it to also
select the most appropriate MCS for each packet. In this
case we get a new theoretical NP-hard problem, which
combines two known NP-hard problems: GAP [13] and
MCKP (Multiple Choice Knapsack Problem) [23]. In
addition to formulating this problem for the first time, we
also develop an efficient approximation algorithm with
a proven lower bound performance guarantee.

The fact that the scheduler determines the transmitting
sector for each user can be viewed as an implementation
of a concept sometimes known as “Fast Cell Selection.”
While this concept is currently not standardized by LTE
(Long Term Evolution), we believe that the results of
this paper can play an important role in the integration
of joint scheduling and fast cell selection into LTE.

The rest of the paper is organized as follows. In
Section II we discuss related work. In Section III we
present our OFDMA joint scheduling network model.
In Section IV we define the joint scheduling problem
and show its equivalence to the NP-hard GAP problem.
In Section V we extend the joint scheduling problem
to allow dynamic MCS selection of each packet. This
results in a new NP-hard problem to which we present
a new approximation. Section VI presents an extensive
simulation study and Section VII concludes the paper.

II. RELATED WORK

To the best of our knowledge, this paper is the first
to define a packet-level joint scheduling scheme for
an OFDMA wireless network. Related work can be
divided into: (a) papers on the problem of deciding which
BS should transmit to which user; (b) papers on the
relationship between wireless scheduling and GAP; and
(c) other relevant papers.

Papers from the first group include [3], [9], [14], [17],
[27], [30], [31], [34]. They all address the problem of
deciding which BS should transmit to which user. We
refer to this problem as user-level fast cell selection,
which is different from our packet-level fast sector
selection, where two packets destined for the same user
can be transmitted using different sectors.

In [3], the authors formalize the cell selection problem
as an optimization problem and show that the problem
is NP-hard. They propose approximation algorithms for
special cases of this problem and compare them to
a greedy algorithm that selects for every user device
the BS with which it has the highest SINR. There are
several important differences between [3] and our work.
First, the algorithms in [3] are for the user-level and
are therefore more appropriate for admission control.
In contrast, our algorithms are for packet-level, and are

therefore appropriate for a real-time scheduler that needs
to make packet-level decisions once every 1ms subframe.
Second, we allow different MCSs to be used for every
packet, while in [3] only one MCS is considered. Finally,
in [3] the profit associated with a [user, BS] pair is
fixed, while in our paper it is dynamically determined (in
Section IV we show concrete examples for dynamically
determined profit values).

In [9], two basic cell selection schemes are considered
and a new handover decision algorithm for improving
cell edge throughput is proposed. In contrast to our
scheme, the algorithm in [9] aims at improving cell
edge throughput, while we optimize overall network
performance.

In [14], the advantage of fast cell selection in HS-
DPA (High Speed Downlink Packet Access) networks
is investigated. Such a selection scheme is proposed
and evaluated. Like the scheme in [3], the proposed
scheme is a user-level admission control scheme and not
a packet-level scheduling scheme.

In [17], a joint scheduling scheme for joint process-
ing fast cell selection is proposed and evaluated. The
scheme applies muting to the strongest neighbor cell for
decreasing interference to cell edge users. The scheme
improves cell edge user throughput and cell average user
throughput, but overall optimization is not considered. In
addition, this is not a packet-level scheduling scheme,
because it allocates the scheduling blocks on a per user
basis.

In [34], an adaptive resource allocation scheme is
proposed for OFDM networks. The proposed scheme
involves cell selection and adaptive modulation. Unlike
in our work, cell selection decisions and adaptive modu-
lation decisions are made separately. In addition, packet-
level optimization is not performed. The target of the
scheme in [34] is to maximize the overall throughput.
Thus, different QoS for different users is not supported.

Papers from the second group, which deal with the re-
lationship between wireless scheduling and GAP, are [4],
[20], [29]. In [4], the scheduling problem in MIMO
wireless networks is formulated as a GAP problem,
and a general solution that uses adaptive proportional
fair scheduling is proposed. In [20], the multi-carrier
proportional fair scheduling problem is shown to be
equivalent to GAP when each user always has data to
transmit. In [29], the authors address the problem of
providing minimum rate guarantees to different service
classes in an OFDMA network.

Papers from the third group are [5], [12], [16], [18],
[22], [30], [32]. In both [5] and [32], the access point
association problem is addressed. Fast cell selection is
not used and a user receives all of its packets from a
single access point with which it is associated.

In [16], the cell selection problem for femtocell net-
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works is studied. A learning algorithm is presented,
which solves the problem while taking into account the
condition of the channel. However, packet scheduling is
not addressed. The work in [15] proposes an algorithm
for user-level cell selection. The proposed algorithm is
based on the received power of the reference signal.

In [18], several downlink scheduling schemes com-
bined with fast cell selection are proposed for WCDMA.
Our work differs from [18] mainly in that our algo-
rithms are for OFDMA networks. Other differences are
that in [18] (a) cell selection and MCS selection are
performed separately; (b) the scheduling is user- and
not packet-level; (c) a fast Rayleigh fading channel is
assumed; (d) different QoS for different users is not
considered; and (e) throughput and fairness are improved
but not overall network performance.

In [30], a new cell selection strategy is proposed. In
this scheme a node is more likely to select a low power
relay node as its serving station in order to reduce the
interference caused by this transmission. The proposed
scheme is suitable for networks with low power nodes.
This scheme does not schedule the transmissions and its
main goal is to improve spectral efficiency.

While much work has been done on scheduling in
wireless networks, only a few papers address resource
allocation in OFDMA networks [12], [22]. In contrast to
our paper, these papers do not consider joint scheduling.
In [12], the authors formulate the OFDMA scheduling
problem in the context of WiMax, and propose efficient
algorithms for solving it. The BS determines which
packets will be transmitted in each OFDMA frame, using
which MCS, and how the OFDMA frame matrix will be
constructed. This paper is probably the first to propose
to model the MCS selection as an instance of MCKP.
When the BS needs to make scheduling decisions for
multiple consecutive frames rather than for each frame
separately, the packet selection problem is also shown to
be similar to GAP2.

III. FREQUENCY REUSE MODEL

In general, algorithms for joint scheduling depend to
a large extent on the network model, and in particular on
the frequency reuse model employed by the network. In
order to make our contribution more concrete, we present
our algorithms in the context of the FFR (Fractional
Frequency Reuse) model [25], [28], which is the most
common frequency reuse model in wireless networks.
However, the algorithms are applicable even if another
frequency reuse model is used, including SFR (Soft
Frequency Reuse) [25] and reuse-1.

Throughout the paper we consider a cell with 3
sectors. However, all our results are applicable to cells

2This is shown in Lemma 2.
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Fig. 2. A cell with 3 sectors and 3 users
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Fig. 3. An abstract structure of the LTE frame and subframe

with 6 or any other number of sectors. In Fig. 1 we
showed a division of an OFDMA cell into 3 sectors.
Fig. 2 shows a schematic description of such a division,
but this time with the implementation of FFR. Bandwidth
is partitioned into N + 1 subbands: F0, F1, F2 and F3
(N = 3 in the figure). Subband F0 is used by all three
sectors at the same time (reuse-1) and is intended for
users who can get a relatively good SINR from this band
despite interference from neighboring sectors. Subband
F1 is used only by sector 1. Therefore, users receiving
their transmission in this subband will not suffer from
interference due to neighboring sectors. Similarly, sub-
band F2 is used only by sector 2 and subband F3 only
by sector 3. Thus, the reuse factor of F1, F2 and F3 is
1/3.

As an example for a typical frame in an OFDMA
network, Fig. 3 shows a schematic structure of an LTE 10
ms frame3. The frame is divided into 10 1ms subframes,
and the scheduler needs to make a scheduling decision
for each. The frame can be logically viewed as divided
into the 4 subbands mentioned above. Each subband
consists of several scheduled blocks4. The total number

3We are trying to abstract the problem in the most generic way.
Therefore, we skip some of the LTE physical layer details that are not
directly relevant to the description of the problem and algorithms.

4A scheduled block is the minimum allocation unit. Its size is equal
to 12 · 14 = 168 OFDMA symbols. The bit capacity of a symbol
depends on the MCS of the packet; e.g., with a modulation of 16-QAM
and a coding rate of 3/4, each symbol accommodates 4 ·3/4 = 3 bits.
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of scheduled blocks in a subframe depends on the system
capacity; it is 100 in a 20MHz system, for example.

Throughout the paper, each reuse-1/3 or reuse-1 area
that corresponds to a sector within a cell, is referred to
as a scheduling area. In our case, there are 6 such areas:
F01, F02, F03, F11, F22, and F33 (see Fig. 2), where Fij
indicates that this scheduling area is in the Fi bands and
the transmitting antenna is Aj. Before the transmission
of every subframe, the joint scheduler needs to decide
how to fill up the 6 scheduling areas. Its output is 3
subframes: one for transmission by antenna A1 in sector
1, for which F01 and F11 are used; one for transmission
by antenna A2 in sector 2, for which F02 and F22 are
used; and one for transmission by antenna A3 in sector
3, for which F03 and F33 are used.

As in standard wireless networks, we assume that
the BS receives periodic CSIs (Channel State Indica-
tors) [10] from the users. Using these reports, the BS is
able to predict the SINR for the transmission to the user
in each scheduling area. The difference in the SINR of
different scheduled blocks in the same scheduling area
is negligible compared to the difference in the SINR
of different scheduled blocks in different scheduling
areas. Thus, it is usually ignored by the BS. This allows
the BS to get a single CSI value from each user for
each scheduling area. Nevertheless, all the algorithms
proposed in this paper can also be used when more
CSI values are reported, by considering each set of
subbands for which a CSI value is reported as a different
scheduling area.

The joint scheduler not only needs to determine which
packet will be sent by which antenna and in what
scheduling area, but also what MCS should be used for
each packet. The number of scheduled blocks required
for such a transmission is calculated from the selected
MCS, the length of the packet, and the length (number of
OFDMA symbols) of a scheduled block [2]. By selecting
the appropriate MCS for every packet, the scheduler can
significantly increase bandwidth utilization. For exam-
ple, suppose that the transmission of a certain packet
requires 1.3 scheduled blocks using the default MCS.
In such a case, the scheduler must allocate 2 scheduled
blocks because only integral numbers of blocks can be
allocated to each packet. Now, suppose that the scheduler
is given the option to use other MCSs for this packet.
Specifically, it can choose a more efficient but less robust
MCS, which requires only 0.9 scheduled blocks and
reduces the probability for successful transmission from
0.97 to 0.9. By choosing this MCS, the scheduler reduces
the transmission cost of this packet by 50%, because
only 1 scheduled block is needed rather than 2. This
is accomplished with a success probability reduction of
only 7.22% (from 0.97 to 0.9).

IV. THE OFDMA JOINT SCHEDULING PROBLEM

In this section we define and study the basic problem
of OFDMA joint scheduling, where we assume that each
packet can be transmitted in every scheduling area using
at most one MCS. This default MCS is chosen in the
following way:
• If the SINR enables the user to receive a packet with

a probability not smaller than 1− ε, then the MCS
that consumes minimum bandwidth and guarantees
this probability is chosen.

• Else, the most robust MCS (which guarantees the
highest success probability) is chosen.

The value of ε may vary from one packet to another
depending on the application QoS requirements. In our
scheduling model, we assume that the transmission of a
packet in each scheduling area is associated with a profit
that depends on the following parameters (see [11] for
more details): (a) the importance of this packet for the
sending application; (b) the importance of transmitting
the packet in this subframe, rather than in a future
one; and (c) the probability that this packet will be
successfully received by the user.

We now give examples of concrete profit values whose
aim is to optimize either the throughput, energy, delay,
or fairness.
ppackets - This profit value is defined as the packet

transmission success probability. As a result, the sum of
all profit values equals the expected number of success-
fully received packets, i.e., packet-level throughput.
pthroughput - This profit value is defined as ppackets

multiplied by the length of the packet. As a result, the
sum of all profit values of all transmitted packets equals
the expected number of successfully received bits, i.e.,
bit-level throughput.
penergy - This profit value is defined as pthroughput

divided by the transmission energy cost. As a result, the
sum of all profit values of all packets transmitted equals
the expected number of bits transmitted per energy unit,
namely, the transmission energy utilization.
pdelay - For each packet, if there is “enough time” (i.e.,

more than a given threshold ∆) until the packet must
be transmitted in order to meet its deadline, the profit
value is defined as pthroughput. But if the packet must be
transmitted soon, its profit is set to a large value, in order
to increase the likelihood that it will be transmitted on
time.
ppf - For each user, the most urgent packet destined for

this user is assigned a profit value of log(pthroughput). The
profit for all remaining packets is set to zero. It is shown
in [24] that an allocation that maximizes

∑
logRu,

where Ru is the rate of user u, is proportional fair.
As a result, a proportional fair allocation is one that
maximizes

∑
ppf.
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The success probability for transmitting a given packet
varies from one scheduling area to another. Thus, the
profit of a packet might also dynamically change.

As an example, consider Fig. 2 with three users: a, b
and c. Suppose that:
• packet1 of user a can be transmitted either in the
reuse-1/3 area of sector 1 (F11) or in the reuse-1/3 area
of sector 3 (F33). Suppose that in the former case, the
default MCS that guarantees the 1−ε success probability
is 16-QAM with a coding rate of 1/2, which is translated
into 0.9 scheduled blocks; i.e., 0.9 scheduled blocks
are required in order to transmit all the bits of this
packet using 16-QAM with a coding rate of 1/2. Since
allocation is possible using only integral numbers of
scheduled blocks, 1 scheduled block is actually needed.
Suppose that in the case where the packet is transmitted
by sector 3 in F33, the default MCS that guarantees the
1 − ε success probability is QPSK with a coding rate
of 2/3, which is translated into d1.35e = 2 scheduled
blocks.
• packet2 of user b can be transmitted either in the reuse-
1/3 area of sector 3 (F33) using [64-QAM, 5/6], or in
the reuse-1 area of sector 3 (F03) using [16-QAM, 3/4].
• packet3 of user c can be transmitted in the reuse-1/3
area of sector 1 (F11) using [64-QAM, 5/6], or in the
reuse-1/3 area of sector 2 (F22) using [16-QAM, 2/3],
or in the reuse-1 area of sector 1 (F01) using [16-QAM,
3/4].

Based on the input above, and on the input regarding
other waiting packets of all users, the scheduler should
determine which packet will be transmitted in each
scheduling area (F01, F02, F03, F11, F22 or F33)
during the next OFDMA subframe. The decision
regarding the MCS to be used for every packet is a
consequence of the selected scheduling area. To this
end, the scheduler needs to solve the following problem :

Problem 1 (OFDMA Joint Scheduling)
Instance: The scheduler is given a set of scheduling

areas for OFDMA joint scheduling, and the number of
scheduled blocks to be allocated in each. The sched-
uler is also given a set of packets that are awaiting
transmission in the next subframe. Each packet can
have an arbitrary length. For each packeti, the scheduler
is given a set of feasible scheduling areas for which
the packet’s receiver has sufficiently good SINR (see
Definition 1 below). From this information, the scheduler
determines the default MCS and the success probability
for transmitting the packet in each scheduling area. Then,
the scheduler determines the number of scheduled blocks
required for transmitting the packet in each scheduling
area, i.e., the transmission cost, and the profit for each
transmission. All this information is considered as input
for the OFDMA joint scheduling problem.

F0

F2

F3

F1

A1 A2 A3

Fig. 4. The OFDMA subframes of a cell transmitted in the 3 sectors
by antenna A1, A2 and A3

Objective: Find a feasible schedule that maximizes
the total profit for the next subframe. A feasible schedule
is a mapping between waiting packets and scheduling
areas such that: (a) at most one scheduling area is chosen
for each packet; (b) the number of scheduled blocks
available in every scheduling area is not exceeded; and
(c) for each user no two packets are scheduled to be
transmitted by different antennas in the same subbands
at the same time.

In Lemma 2, this problem is shown to be equivalent
to GAP, for which a formal (mathematical) formulation
is given.

Definition 1: An SINR value is said to be “sufficiently
good” if it is greater than 1.
The value of 1 is chosen because the transmission
success probability for SINR ≤ 1 is very small [6].
Therefore, the scheduler is configured to use only trans-
missions whose SINR is not too small.

To understand restriction (c) of Problem 1, consider
Fig. 4. This figure shows the OFDMA subframe trans-
mitted by each antenna when a cell is divided into 3
sectors. Recall that subband F0 is the one used for the
reuse-1 scheduling area of each sector. Therefore, it is
occupied by all 3 sectors. If the scheduler decides that A1
and A2 have to transmit to the same user using subband
F0, i.e., one packet is scheduled in F01 (the reuse-1
scheduling area of sector A1) and another in F02 (the
reuse-1 scheduling area of sector A2), the user will be
able to decode at most one of these packets. We avoid
such a collision using restriction (c). Note, however, that
restriction (c) does not apply for two packets destined
for different users. For example, antennas A1 and A2
can be used for transmitting packets to different users in
subband F0 at the same time. This makes sense if the
first user is in the middle of sector A1, and the second
user is in the middle of sector A2.

Lemma 1: The set of feasible scheduling areas for
each packet contains at most one reuse-1 scheduling
area.

Proof: Let p(Ai) be the power received by a user
from the transmission of antenna Ai in reuse-1 area F0i
for i ∈ {1, 2, 3}. The SINR of a user for a transmission
of antenna Ai in F0i is p(Ai)

pI(Ai)+n0w
, where pI(Ai) is the

interference due to transmissions in F0j for j 6= i and
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n0 is the thermal noise over the bandwidth w. Suppose
that the set of feasible scheduling areas for a given
user contains the reuse-1 area F01. Thus, the SINR for
the transmission of A1 is bigger than 1 and therefore
p(A1) > pI(A1) ≥ p(A2) + p(A3). This implies that
the SINR for the transmission of A2 and A3 is not
“sufficiently good” (Definition 1), and therefore it is not
possible for the transmission of A2 or A3 to have a good
SINR.

Corollary 1: Restriction (c) is always met.
Lemma 2: Under the considered FFR model, Prob-

lem 1 is equivalent to GAP. Thus, (a) the problem
is NP-hard; (b) any α-approximation algorithm for the
Knapsack problem can be transformed into a (1 + α)-
approximation5 algorithm for Problem 1.

Proof: GAP is defined as follows [13]. The instance
is a pair [B, I] and a 2D profit matrix P , where B is a
set of bins (knapsacks), I is a set of items, and P is a
|I|×|B| matrix that indicates the profit and size for each
item in each bin. The objective is to find a subset U ⊆ S
of items that has a feasible packing in B, such that the
profit is maximized. A feasible packing is a mapping of
each item to at most one bin such that the capacity of
each bin is not exceeded.

Mathematically, GAP can be formulated as:

maximize:
|I|∑
i=1

|B|∑
j=1

pijxij

subject to:
|I|∑
i=1

sijxij ≤ Bj for 1 ≤ j ≤ |B|, (1)

|B|∑
j=1

xij ≤ 1 for 1 ≤ i ≤ |I|, (2)

and xij ∈ {0, 1} for 1 ≤ i ≤ |I|, 1 ≤ j ≤ |B|. (3)

In the above formulation, pij is the profit obtained from
packing item i in bin j, sij is the size of item i for bin j,
Bj is the capacity of bin j, and xij is a binary variable
that indicates whether or not item i is chosen for bin
j. Eq. (1) ensures that the capacity is not exceeded in
each bin j. Eq. (2) ensures that each item is packed in at
most one bin. Eq. (3) prevents the solution from packing
fractions of items.

We first show how to transform an instance of GAP
into an instance of Problem 1 in polynomial time. With-
out loss of generality, we assume that the bin sizes are of
the same size S. Every bin is transformed into a reuse-
(1/|B|) scheduling area with S scheduled blocks. Every
GAP item is transformed into a waiting packet whose

5Let popt be the total profit of the optimal solution and α ≥ 1. An
α-approximation returns a solution whose profit is at least popt

α
.

size and profit for each scheduling area are equal to the
size and profit of the GAP’s item in the corresponding
bin. Note that condition (c) of Problem 1 holds for the
constructed instance.

Next, we present a polynomial time transformation
of a Problem 1 instance into a GAP instance. Every
scheduling area is considered as a GAP bin whose size
is equal to the number of scheduled blocks in that area.
Every packet is transformed into a GAP item. For a
given scheduling area, the size and profit are determined
according to the default MCS and the target success
probability of the packet.

In [13] it is shown that GAP is NP-hard and that any
α-approximation algorithm for the Knapsack problem
can be transformed into a (1 + α)-approximation algo-
rithm for GAP.

Knapsack is one of the most studied problems in
combinatorial optimization [23]. Although it is NP-hard,
it has many efficient algorithms. From Lemma 2 it
follows that the well-known polynomial time greedy 2-
approximation for Knapsack can be transformed into a
3-approximation algorithm for Problem 1. The algorithm
for Knapsack described in [26] will be transformed into a
(2+ε)-approximation algorithm that runs in poly(n, 1/ε)
time where n is the total input length.

V. OFDMA JOINT SCHEDULING WITH DYNAMIC
MCS SELECTION

In the previous section we assumed that a packet is
transmitted using a default MCS based on the target suc-
cess probability. The performance of the joint scheduler
can be improved if it is permitted to choose the MCS for
every packet in every scheduling area instead. When the
scheduler chooses a more efficient but less robust MCS
for a packet, it reduces the cost of the assignment but
also reduces the profit, because the profit is proportional
to the transmission success probability.

As an example, suppose that there are 2 scheduling
areas: SA1, which contains 3 scheduled blocks, and SA2,
which contains 1 scheduled block. Suppose there are
two waiting packets whose scheduling parameters are
identical in both scheduling areas, and are shown in
Table I. If every packet can only be transmitted using
its default MCS [QPSK, 1/2], then only one packet can
be accommodated in the next subframe. The extension
proposed in this section allows the joint scheduler to
choose [16-QAM, 3/4] for packet1 and to schedule both
packets: one in SA1 and one in SA2. The new problem is
called “OFDMA Joint Scheduling with Dynamic MCS
Selection,” and is formally defined as follows.

Definition 2: A transmission instance is a combina-
tion of a scheduling area and an MCS as determined by
the scheduler for a given waiting packet.
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QPSK 1/2 16-QAM 3/4
Length Success Length Success

prob. prob.
packet1 3 (1− ε) 1 0.5
packet2 3 (1− 2ε) 1 0.4

TABLE I
AN EXAMPLE OF THE ADVANTAGE OF JOINT SCHEDULING AND

MCS SELECTION

Problem 2 (OFDMA Joint Scheduling with Dy-
namic MCS Selection)

Instance: Same as Problem 1, except that for each
packeti, we are not given a set of feasible schedul-
ing areas but a set of feasible transmission instances,
packet1i , packet2i · · · packetMi . Each such set may contain
transmission instances from the same scheduling area but
with different MCSs.

Objective: Find a feasible schedule that maximizes
the total profit for the next subframe. A feasible schedule
is a mapping between the waiting packets and their trans-
mission instances, such that: (a) at most one scheduling
area is chosen for each packet; (b) the number of
scheduled blocks available in every scheduling area is
not exceeded; and (c) for each user no two packets are
scheduled to be transmitted by different antennas in the
same subbands at the same time.

To solve Problem 2, we define a new general theo-
retical problem, which extends GAP to allow multiple
choices from each item. The new problem is called MC-
GAP (Multiple Choice GAP), and is defined as follows.
Problem 3 (MC-GAP)

Instance: A triplet (B, I, C) and a 3D profit matrix P ,
where B is a set of bins (knapsacks), I is a set of items,
C is a set of configurations, and P is a |I| × |C| × |B|
matrix that indicates the profit and size for each item in
each bin using each configuration.

Objective: Find a subset U ⊆ (I × C) of [item,
configuration] pairs that has a feasible packing in B,
such that each item is packed at most once, using one
of its configurations, and the profit is maximized.

Mathematically, MC-GAP can be formulated as:

maximize:
|I|∑
i=1

|C|∑
c=1

|B|∑
j=1

picjxicj

subject to:
|I|∑
i=1

|C|∑
c=1

sicjxicj ≤ Bj for 1 ≤ j ≤ |B|, (4)

|C|∑
c=1

|B|∑
j=1

xicj ≤ 1 for 1 ≤ i ≤ |I|, (5)

and xicj ∈ {0, 1} for 1 ≤ i ≤ |I|, 1 ≤ c ≤ |C|,
1 ≤ j ≤ |B|.

(6)

In the above formulation, picj is the profit obtained from
packing item i using configuration c in bin j, sicj is
the size of item i using configuration c for bin j, Bj

is the capacity of bin j, and xicj is a binary variable
that indicates whether or not item i is chosen for bin j
using configuration c. Eq. (4) ensures that the capacity
is not exceeded in each bin j. Eq. (5) ensures that each
item is packed using at most one configuration and in at
most one bin. Eq. (6) prevents the solution from packing
fractions of items.

Lemma 3: Problem 2 can be transformed into an
instance of MC-GAP in linear time.

Proof: Every scheduling area of Problem 2 can
be considered as a bin whose size is equal to the
number of scheduled blocks in that area. Every packet is
mapped to an MC-GAP item. Each MCS is an MC-GAP
configuration. If the packet has a transmission instance
for a given scheduling area and a given MCS, the size
and the profit are determined according to this instance.

MC-GAP is a combination of two known NP-hard
problems: GAP and MCKP (Multiple Choice Knapsack
Problem). In MCKP there is only one knapsack, i.e.,
only one scheduling area, whereas in GAP there is only
one choice (one MCS) for selecting an item (a packet)
into a knapsack (scheduling area). Although MCKP is
NP-hard [23], it has efficient approximations [7] and an
optimal pseudo-polynomial time algorithm [23].

We now present an algorithm for solving MC-GAP.
The algorithm extends the one presented in [13] for
solving GAP. Using the local-ratio technique [8], our
algorithm transforms any α-approximation algorithm for
MCKP into a (1 +α)-approximation algorithm for MC-
GAP.

The local-ratio argument is as follows. Let F be
a set of constraints and let p(), p1(), p2() be profit
functions such that p() = p1() + p2(). Then, if x is
an r-approximate solution with respect to (F, p1()) and
with respect to (F, p2()), it is also an r-approximate
solution with respect to (F, p()). The proof is very
simple [8]. Let x∗, x∗1 and x∗2 be optimal solutions
for (F, p()), (F, p1()), and (F, p2()) respectively. Then
p(x) = p1(x) + p2(x) ≥ r · p1(x∗1) + r · p2(x∗2) ≥
r · (p1(x∗) + p2(x∗)) = r · p(x∗).

To apply the local-ratio argument, our algorithm
splits the profit matrix p into two profit matrices, p1
and p2, whose sum equals p. We start by describing
the profit-split procedure, as demonstrated in Fig. 5 for
item i. The input for the procedure is the profit matrix
p and a set S of [item, configuration] pairs. In p1, the
profit of i in the first bin is not changed. For any other
bin, if i does not appear in S, its profit in p1 is set to
0 (Fig. 5(b)); otherwise, there is some configuration c
for which (i, c) ∈ S, and the profit of i in p1 is set to
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(b) Entries of item i in p1 for the case where i is not in S
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(c) Entries of item i in p1 for the case where (i,c) ∈ S
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bin |B|bin 2
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. . .

configuration 1

configuration 2
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p(i, |C|,1) p(i, |C|,2) p(i, |C|, |B|). . .configuration |C|

(a) Entries of item i in the original profit matrix p

Fig. 5. Entries of item i in the profit matrices used by our profit-split
procedure

p(i, c, 1) (Fig. 5(c)). Matrix p2 is defined as p2 = p−p1.
The formal description of the procedure is as follows:

Procedure profit-split(p, S)
Compute p1 and p2 using the following equations:

p1[i, c, k] =


p[i, c, 1] if k 6= 1 and ∃c such

that (i, c) ∈ S
p[i, c, k] if k = 1
0 Otherwise

p2 = p− p1
An informal description of the algorithm is as fol-

lows. Let ALGMCKP be an α-approximation algorithm
for MCKP. Our algorithm first invokes ALGMCKP with
respect to the first bin of MC-GAP. Let S be the output
of ALGMCKP. If there is only one bin, S is the final

output of the algorithm. Otherwise, the algorithm invokes
profit-split(p, S) to obtain p1 and p2. The algorithm then
ignores the first bin and continues recursively with p2 as
the new profit matrix. Let S be the solution returned by
the recursive call. For every (i, c) ∈ S, if i is not already
in S, it is added. Finally, the algorithm returns S.

For a single bin, the returned solution of ALGMCKP is
clearly a (1 + α)-approximation. If there are more bins,
each time the algorithm returns from the recursive call
and considers another bin, the obtained profit increases
by some amount X , while the profit of the optimal
solution increases by at most (1 + α) · X . Therefore,
the updated solution is also a (1 + α)-approximation.

We now give a formal description of the algorithm.

Algorithm ALGMC-GAP:
Recall that B is the set of bins, I is the set of items, C

is the set of configurations, and p is a |I|×|C|×|B| profit
matrix. The value of p[i, c, j] indicates the profit of item
i in bin j using configuration c. We now construct from
ALGMCKP a recursive algorithm for MC-GAP. Since our
algorithm dynamically updates the profit function, we
use pj to indicate the profit matrix at the beginning of
the jth recursive call. Initially we set p1 ← p, and we
invoke the following Next-Bin procedure with j = 1:

Procedure Next-Bin(j)

1) Run ALGMCKP on bin j using pj as the profit
function. Let Sj be the set of selected [item,
configuration] pairs returned by ALGMCKP.

2) Decompose the profit function pj into two profit
functions p1j and p2j by invoking profit-split(pj ,
Sj).

3) If j < |B| then

• Set pj+1 ← p2j , and remove the column of bin
j from pj+1.

• Invoke Next-Bin(j + 1). Let Sj+1 be the
returned assignment list.

• Let Sj be the same as Sj+1 except that for
each item i, if i is assigned in Sj for some
c, (i, c) ∈ Sj , and it is not assigned in
∪|B|k=j+1Sk, then the assignment of (i, c) to bin
j is added to Sj .

• Return Sj .

Else, return Sj = Sj .

Theorem 1: If ALGMCKP is an α-approximation for
MCKP, then ALGMC-GAP is a (1 +α) approximation for
MC-GAP.

Proof: We use the notation p(S) to indicate the
profit gained by assignment S. The proof is by induction
on the number of bins available when the algorithm is
invoked. For a single bin, S|B| is an α-approximation
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solution due to ALGMCKP, and therefore it is a (1 +α)-
approximation with respect to p|B|. For the inductive
step, assume that Sj+1 is a (1 + α)-approximation with
respect to pj+1. Matrix p2j is identical to pj+1 except
that it contains a column with profit 0. Thus, Sj+1 is also
an (1 + α)-approximation with respect to p2j . Since Sj

contains the items assigned by Sj+1, it is also a (1+α)-
approximation with respect to p2j .

Profit matrix p1j has three components: (1) items in bin
j, whose profit is the same as in pj ; (2) items not in bin
j, which belong to Sj ; their profit in any configuration
is identical to their profit in Sj (using the configuration
specified in Sj); (3) the remaining entries are all 0. Only
components (1) and (2) of p1j can contribute profit to an
assignment. By the validity of ALGMCKP, Sj is an α-
approximation with respect to component (1). Therefore,
the best solution with respect to component (1) will
gain a profit of at most α · p1j (Sj). Moreover, the best
solution with respect to component (2) will gain a profit
of at most p1j (Sj), since the profit of these items is the
same regardless of where they are assigned and which
configuration they use. This implies that Sj is a (1+α)-
approximation with respect to p1j . According to the last
step of the algorithm, p1j (Sj) = p1j (Sj) and Sj is a
(1 + α)-approximation with respect to both p1j and p2j .
Since pj = p1j + p2j , by the local-ratio argument, Sj is
also a (1 + α)-approximation with respect to pj .

The lower bound proven in Theorem 1 is tight.
Namely, there are instances of MC-GAP such that the
profit returned by ALGMC-GAP equals 1/(1 + α) of the
maximum profit. This is because instances of MC-GAP
for which |C| = 1, i.e., there is only one configuration
per item, are identical to instances of GAP. Furthermore,
ALGMC-GAP on such instances is identical to the algo-
rithm for GAP presented in [13]. Since in [13] it is shown
that the approximation ratio of the algorithm for GAP
is tight, the approximation ratio of ALGMC-GAP is also
tight.

ALGMC-GAP can be implemented by an iterative algo-
rithm whose running time is O(|B|·f(|I|, |C|)+|B|·|I|·
|C|), where f(|I|, |C|) is the running time of ALGMCKP.

From Theorem 1 it follows that the performance of
ALGMC-GAP depends on the performance of ALGMCKP.
The most efficient ALGMCKP is the algorithm described
in [7]. This algorithm finds a (1+ε)-approximate solution
in O(|I|2 · |C|/ε) time. Thus, it can be transformed
into a (2+ε)-approximation algorithm for MC-GAP and
Problem 2 whose running time is O(|B| · (|I|2 · |C|/ε)+
|B| · |I| · |C|). In [19], a (5/4)-approximation algorithm
for MCKP whose running time is O(|I| · |C| · log |I|)
is proposed. This algorithm can be transformed into
a (9/4)-approximation algorithm for MC-GAP whose
running time is O(|B| · (|I| · |C| log |I|) + |B| · |I| · |C|).
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Fig. 6. Simulation network model

VI. SIMULATION STUDY

In this section we present Monte-Carlo simulation
results for the algorithms proposed in the paper. The
purpose of this section is three-fold. First, we evaluate
our approximation for the new MC-GAP problem by
comparing its performance to that of an exponential-time
optimal algorithm. Since the problem is NP-hard, this
part of the study is conducted for small instances only.
Second, we use the results of a water-filling algorithm,
which fills the scheduling areas in each sector, as a
benchmark to which we compare the performance of
the algorithms proposed in Section IV and Section V
under various network parameters. Third, we evaluate the
performance gain from considering both joint scheduling
and dynamic MCS selection (MC-GAP) compared to
using only joint scheduling (GAP).

A. Network Model

Fig. 6 shows the LTE network considered in the
simulation study. Scheduling is performed for the cell
in the center of the network, while the surrounding
cells are considered for the calculations of the SINR
experienced by each receiver. Our interference model
and parameters are based on the 3GPP specifications [1]
and on the work presented in [33]. These parameters are
summarized in Table II. The number of reuse-1 blocks
in a 1-ms subframe is 40 in each sector and the number
of reuse-(1/3) blocks is 20.

As proposed in [33], each antenna is 20 meters high,
and has a vertical tilt of 16◦. The distance between two
antennas in neighboring cells is 1700 meters.
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The average size of each packet is 3.5 scheduled
blocks if it is transmitted using [QPSK, 1/2], which is the
most robust MCS out of 7 possible MCSs. The success
probability for every [scheduling area, user, MCS] triplet
is determined from the corresponding SINR value using
data taken from [6]. The profit from transmitting a
packet to a user using a particular MCS is taken as
the corresponding success probability. Thus, our utility
function in this section aims at maximizing the expected
number of successfully delivered packets. The cost of
transmitting a packet is equal to the discrete number
of scheduled blocks used for the transmission, which
depends on the length of the packet and the chosen MCS.
The interference model of the network is described in the
Appendix.

B. The Simulated Joint Scheduling Algorithms
We compare the performance of our algorithms to a

standard water-filling algorithm, which works as follows.
Each user device is associated with the sector whose
antenna yields the best SINR. When a new packet is
introduced, the algorithm first tries to schedule the packet
in the reuse-1 area of this sector using the default MCS.
If there are not enough scheduled blocks available in the
reuse-1 area, the algorithm tries to schedule the packet
using the default MCS in the reuse-1/3 area of the same
BS.

The benefit of our joint scheduling algorithms com-
pared to this water-filling algorithm can be divided into
two parts. First, for each sector we solve the problem
for both 1/3- and 1-reuse areas together, which can
be viewed as intra-sector joint scheduling. Second, we
solve the problem for all the sectors in the cell together,
which can be viewed as inter-sector joint scheduling.
To distinguish between the benefit from each part, we
implement two versions of each algorithm: one that uses
only intra-sector joint scheduling and one that uses both
inter- and intra-sector joint scheduling. Thus, for the rest
of this section we refer to the following 4 algorithms:
• Alg-1: a GAP algorithm, used for inter-sector joint
scheduling using only a default MCS for each packet.
• Alg-2: ALGMC-GAP, used for inter-sector joint schedul-
ing with dynamic MCS selection.
• Alg-3: a GAP algorithm, used for intra-sector joint
scheduling using only a default MCS for each packet.
• Alg-4: ALGMC-GAP, used for intra-sector joint schedul-
ing and dynamic MCS selection.

For the simulations, we implemented modified
versions of the approximation algorithm for GAP
(from [13]) and for MC-GAP (from Sections IV and V).
The purpose of these modifications is to improve the
average-case performance of these algorithms without
affecting their lower bounds. Instead of considering the
bins (scheduling areas) in some arbitrary order, we

consider 4 specific orderings, and choose the one that
yields the maximum profit. The considered orderings are
as follows:

(a) an ordering where a reuse-1 bin is chosen before
a reuse-(1/3) bin of the same antenna.

(b) an ordering where a reuse-(1/3) bin is chosen
before a reuse-1 bin of the same antenna.

(c) an ordering where all reuse-1 bins are chosen
before all reuse-(1/3) bins.

(d) an ordering where all reuse-(1/3) bins are chosen
before all reuse-1 bins.

For the GAP and MC-GAP algorithms invoked for
solving Problem 1 and Problem 2 respectively, we use
as a procedure the optimal pseudopolynomial time algo-
rithm for MCKP [23]. Thus, both GAP and MC-GAP
algorithms are 2-approximation.

The simulations are conducted using a Linux virtual
machine with 1GB memory and 1 core. The running
time of our most intensive algorithm (Alg-2) is always
less than 1ms and can be improved by using a virtual
machine with more resources. Because this running time
is measured for a very large number of users (more than
200), the running time of the scheduler is expected, in
practice, to be much shorter.

C. Simulation Results

Throughout this section, to draw one point on a graph,
100 random instances are generated and the results are
averaged. First, we want to compare the performance of
ALGMC-GAP to the optimal solution. Since MC-GAP is
NP-hard, we use an exponential time brute-force algo-
rithm for finding the optimal solution for small instances
(15 packets) and compare this solution to the one found
by ALGMC-GAP. We test different network parameters
and the results show that the actual profit obtained by
ALGMC-GAP is only 4-6% lower than that of the optimal
solution. This suggests that the new algorithm performs
very well.

We now compare the performance of our algorithms
to the standard water-filling algorithm described in Sec-
tion VI-B. We use 2 different running sets, which differ
in how user devices are distributed across a scheduling
cluster. In Fig. 7(a) the user devices are uniformly
distributed, while in Fig. 7(b) the probability of a user
device to be in sector 1 is 20 times greater than its
probability to be in sector 2 or sector 3. Both figures
show the ratio between the profit of each of the four
algorithms described in Section VI-B and the profit of
the water-filling algorithm, as a function of the normal-
ized load. The load is defined as the number of waiting
packets divided by the total number of scheduled blocks
in the cell. The number of users is identical to the
number of waiting packets because we assign to each
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Parameter Value Parameter Value
network layout 7 BSs TX power 39dBm
system bandwidth 20MHz inter-site distance 1700m
BS antenna height 20m user height 1.5m
propagation loss Hata system frequency 1,500
model model MHz
TX antenna gain 18.9dBi vertical tilt −16◦

vertical half
+10◦

horizontal half
+70◦power beam power beam

width (θ3dB) width (ϕ3dB)
side lobe

20dB front-to-back
25dBattenuation (SLAv) attenuation (Am)

TABLE II
SIMULATION NETWORK PARAMETERS

user one packet on average. In general, we see that all
4 algorithms perform much better than the water-filling
algorithm, and that the performance gain increases when
the load increases.

In Fig. 7(a) we see that the performance of Alg-
1 is equal to that of Alg-3 (a single curve is shown
for both algorithms), and the performance of Alg-2 is
equal to that of Alg-4 (a single curve is shown for
both algorithms). This implies that in this setting, all
the benefit compared to the water-filling algorithm is
attributed to intra-sector joint scheduling. The reason is
that when the users are uniformly distributed, there is no
advantage from scheduling a user using the resources
of a remote sector. This is in contrast to Fig. 7(b),
where user distribution is not uniform; thus, Alg-1 is
significantly better than Alg-3 and Alg-2 is significantly
better than Alg-4.

In the next set of simulations we investigate how user
distribution affects the benefit obtained by the various
algorithms. The x-axis in Fig. 7(c) shows the ratio
between the probability of a user to be in sector 1 and
the probability of a user to be in sector 2 or sector
3. As before, all 4 algorithms perform better than the
water-filling algorithm, and the gain increases when the
unbalanced ratio increases. As expected, we can see
that the contribution of inter-sector joint scheduling is
significantly greater than the contribution of intra-sector
joint scheduling for higher values of unbalance ratio.

Finally, we show how different profit functions affect
the performance. To this end, we compare pthroughput and
pdelay, where in pdelay the profit is set to 3, which is larger
than the maximum value of pthroughput, when the packet
must to be scheduled within 3 subframes or less in order
to meet its deadline. According to the definition of pdelay,
before this time the profit of the packet is pthroughput. After
the deadline, the profit drops to zero.

To generate a single point in the following graphs, we
consider 500 consecutive OFDMA subframes. At the be-
ginning of each subframe, a fixed number of new packets
are introduced. Each new packet is uniformly associated
with a number between 5 and 15, which determines the
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Fig. 7. Total profit improvement ratio over water-filling algorithm for
the 4 algorithms

number of subframes (i.e., the time) before its deadline.
The load is defined as the expected total number of
blocks required to transmit the new packets using the
most efficient modulation, divided by the total number
of blocks available in the cell. Then, we invoke each
algorithm for every subframe, and remove the scheduled
packets. Not yet scheduled packets are considered by the
scheduler in the next subframe, after their profit value
increases, if needed. We use ALGMC-GAP(p′) to denote
an execution of ALGMC-GAP when a profit function p′ is
used.

Fig. 8 shows the fraction of packets transmitted on
time as a function of the load. For every load value,
ALGMC-GAP(pdelay) always schedules on time at least as
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Fig. 9. Throughput ratio between ALGMC-GAP(pthroughput) and
ALGMC-GAP(pdelay) as a function of the load

many packets as ALGMC-GAP(pthroughput). For very small
loads, all new packets can be scheduled as soon as
they are introduced. Therefore, both ALGMC-GAP(pdelay)
and ALGMC-GAP(pthroughput) transmit all packets on time.
When the load increases, ALGMC-GAP(pdelay) performs
better than ALGMC-GAP(pthroughput).

Fig. 9 shows the throughput ratio between
ALGMC-GAP(pthroughput) and ALGMC-GAP(pdelay). As
expected, for small loads, the throughput ratio is 1 since
both algorithms schedule all packets. When the load
increases, ALGMC-GAP(pdelay) transmits more packets
which are about to expire using inefficient MCSs.
This comes at the expense of scheduling less packets
using efficient MCSs and therefore the throughput ratio
increases.

VII. CONCLUSIONS

We addressed the new OFDMA joint scheduling prob-
lem encountered by a BS that controls multiple sectors,
we showed that it is equivalent to the well-known NP-
hard GAP problem. In order to further improve the
joint scheduler’s performance, we extended its role to
also determine the MCS to be used for each packet.

This resulted in a new NP-hard problem, which we
called MC-GAP, and for which we proposed an efficient
and practical approximation scheme. We conducted an
extensive system level simulation study of the vari-
ous algorithms, under various network parameters and
for different optimization criteria, and showed that the
performance of the new MC-GAP algorithm is very
close to optimal and that our proposed joint scheduling
algorithms significantly increase the throughput of an
OFDMA network.
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APPENDIX A
SIMULATION INTERFERENCE MODEL

We start by describing how the SINR of each user is
calculated as a function of the end power it experiences.
Recall that the bandwidth of each cell is partitioned into
4 subbands: F0, F1, F2 and F3 (Fig. 2). Let Si be the
set of scheduling areas that use subband Fi, for i ∈
{0, 1, 2, 3}. For example, in the 7-cell network presented
in Fig. 6, |S1| = |S2| = |S3| = 7 and |S0| = 21. Let
ps(u) be the power received by user u in scheduling area
s ∈ Si. The SINR experienced by u is defined by:

γs(u) =
ps(u)∑

s′ 6=s,s′∈Si

ps′(u) + n0w
,

where w is the total bandwidth used in the sector, n0
is the thermal noise over the bandwidth w, and the end
power ps(u) is given by the following equation [33]:

ps(u) =ps − PLs(u) + gs−
aver
s (θs(u))− ahor

s (ϕs(u))(dBm),

where ps is the power, in dBm, of the antenna trans-
mitting to scheduling area s, and gs is the gain of this
antenna. In addition, aver

s and ahor
s are the vertical

and horizontal radiation pattern due to the position of

the user in relation to that of the transmitting antenna.
Thus, they are a function of the vertical angle θs(u) and
horizontal angle ϕs(u) between the user and the antenna
main beam. The path loss is estimated using the Hata
propagation model for small to medium-sized cities and
is denoted PLs(u).

The vertical and horizontal radiation patterns are cal-
culated using the following equations [33]:

ahor
s (θs(u)) = −min

(
12

(
θs(u)

θ3dB

)
,SLAv

)
aver
s (ϕs(u)) = −min

(
12

(
ϕs(u)

ϕ3dB

)
, Am

)
,

where SLAv = 20dB is the side lobe attenuation, Am =
25dB is the front-to-back attenuation, and θ3dB, ϕ3dB
are the half power beam width in vertical, horizontal
plane respectively. The Hata propagation model for ur-
ban areas is calculated using the following equation [21]:

PLs(u) = 69.55 + 26.16 log10(f0)− 13.82 log10(zs)

− a(zu) + (44.9− 6.55 log10(zu)) log10(ds(u)),

where f0 = 1500MHz is the frequency of transmission,
zs is the height (meters) of the antenna used for schedul-
ing area s, zu is the height (meters) of user u, ds(u) is
the distance (kilometers) between u and the antenna of
scheduling area s, and a(zu) = 0.8 + (1.1 · log10(f0)−
0.7) · zu− 1.56 log10(f0) for a small/medium sized city.
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