
PCRTT Enhancement for Off-Line Video
Smoothing

A
n enhancement of the Piecewise Constant Rate Transmission and Transport (PCRTT)
algorithm for reducing the burstiness of a video stream based on smoothing constant
intervals is proposed. The new algorithm, called e-PCRTT, relies on geometrical

considerations rather than traditional rate-control analysis. E-PCRTT is shown to construct
transmission rate-plans with smaller buffer sizes, as compared to the original PCRTT, and
alternatively, for the same buffer size, e-PCRTT reduces the number of bandwidth changes
compared to PCRTT. In addition, e-PCRTT produces a rate-plan that requires a smaller initial
playback delay.
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Introduction

The transfer of pre-recorded compressed video requires
the network to support large fluctuations in bandwidth
on multiple time scales. Bandwidth smoothing techni-
ques are often employed for reducing the burstiness of a
pre-recorded compressed video stream by prefetching
frames into the client playback buffer. Using these
techniques, a variable bit rate (VBR) stream can be
represented as a series of fixed constant bit rates (CBR),
thus simplifying the allocation of network resources and
increasing their utilization. The smoothing process and
the temporary accumulation of data stream in a client
buffer before playback increase the advantage of multi-
plexing. This is because they remove the serial correla-
tion produced by the variable length entropy coders and
the smoothing of the short-term sub-image bit-rate
variabilities [1]. Smoothing the traffic before launching

packets into the network can also increase network
reliability since the packet loss behavior of a network is
strongly dependent on its workload. For example, if
most traffic sources are smoothed, that is the ratio of the
standard deviation to its mean in their transmission rate
is small, then congestion is uncommon and the packet
loss rate becomes smaller [2]. As the traffic becomes
burstier, the loss rate increases for the same network
utilization and buffer availability because transient
overloads occur more often.

The process of smoothing the traffic is referred to as
traffic shaping. In this paper, traffic shaping is imple-
mented by an off-line plan design and a client buffer.
The resulting stream is ‘‘less bursty’’ than the original
stream in the sense that one of the following holds:
(1) the peak rate to the average rate ratio is decreased;
(2) the peak rate to the minimum rate ratio is decreased;
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(3) the standard deviation rate to the average rate is
decreased. For a given client prefetch buffer size, several
algorithms for bandwidth smoothing have been intro-
duced and shown to be optimal under certain con-
straints. Based on a priori knowledge of frame lengths,
these algorithms can significantly reduce the burstiness
of resources required for pre-recorded video, transfer,
and playback [3–6].

This paper focuses on a smoothing technique, known
as the Piecewise Constant Rate Transmission and
Transport (PCRTT) algorithm [5]. This algorithm
divides the video stream into fixed-size intervals thus
creating a bandwidth allocation plan. The main advan-
tage of this method over other methods is that for small
buffer sizes, PCRTT creates bandwidth plans that have
near optimal peak bandwidth requirements, while
requiring very little computation time [3]. Since a
PCRTT plan consists of fixed-size intervals, the band-
width changes occur after constant times. This can be
useful for the multiplexing of several streams according
to the algorithm described later. Another advantage of
PCRTT is that it can produce bandwidth plans with a
meaningful lower bound on the minimum time between
rate changes.

In this paper, we propose an enhancement to PCRTT,
which we call e-PCRTT. e-PCRTT aims at reducing the
required buffer space for the same fixed-size interval.
Alternatively, e-PCRTT can increase the length of the
smoothing interval while using the same buffer size. The
practical implication of increasing the interval size is
that the number of bandwidth changes is reduced. This
is of importance for networks such as ATM, which
allow users to renegotiate their traffic parameters.
Renegotiation of traffic parameters usually requires the
end host to send a signaling message along the data path
with the new traffic parameters [4]. If the request is
feasible, the network signals the host to start sending
traffic according to the new parameters.

The idea behind e-PCRTT is to impose local
constraints on the trajectory bandwidth rate-line instead
of the global constraints imposed by the original
algorithm. With PCRTT, image quality degradation is
attributed either to decoder buffer overflows, when the
encoded data is transmitted too fast into the network, or
to decoder buffer underflows, when data is not
transmitted fast enough into the network. Throughout
the paper, we consider only the end nodes behavior,
while assuming the network provides the QoS required
by the algorithm, namely guaranteed bandwidth and no

jitter. Hence, data loss is only attributed to decoder
buffer overflow and not to network congestion.

The simulations in this paper are based on Motion-
JPEG (M-JPEG) encoded video streams that have been
generated by W. Feng [3]. In M-JPEG, each video frame
is compressed independently, and the traces do not
capture the effects of inter-frame dependencies that exist
in MPEG-encoded streams. For a typical video source,
MPEG encoding has smaller average frame sizes and
larger short-term burstiness, due to the mixture of
interpolated (I), predictive (P), and bidirectional (B)
frames [7]. These three different types of frames are
grouped as units of Group-of-Pictures (GOPs), where
each GOP consists of an arrangement of one I-picture,
P-pictures, and B-pictures. The burstiness within a GOP
can be resolved by prefetching the short-term variation
into a relatively small client buffer size. As indicated in
[3], the relative performance of bandwidth smoothing
algorithms is more sensitive to the medium-term and
long-term burstiness in the underlying video stream,
particularly for a larger client buffer. Since a real-time
MPEG encoder would not significantly affect the
performance trends, except perhaps under small buffer
sizes, there is no justification for using MPEG hardware
which is in order of magnitude more expansive than the
implementation by M-JPEG hardware [3]. Nevertheless,
the e-PCRTT presented in this paper can be also
effective for removing the short-term burstiness in
MPEG video, as well as the medium-term burstiness
within and between scenes. The e-PCRTT breaks a long
MPEG sequence into several short segments where each
segment consists of multiple GOP and calculates a
constant bandwidth that is required during each
segment such that the playback buffer does not overflow
or underflow. By choosing the interval size to be equal
to the number of frames in a GOP, it reduces the short-
term variations, while for larger interval sizes it can
reduce the medium-term variations. One work [8] has
described an approach for shaping and smoothing traffic
from VBR MPEG video encoders and interfacing to
ATM networks by introducing delay and rate buffering
between the video encoding and decoding processes, and
by flow controlling the data rate from the encoder buffer
into the network. The objective of this algorithm is to
achieve uniformity of the traffic over the entire MPEG
GOP in order to prevent bursts in the traffic profile
related to occurrence of I-frames or P-frames.

Another possibility for reducing the fluctuations of a
compressed video stream is by using adaptive video
techniques. In these techniques, the encoder gets a
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feedback from the channel and adapts all its compres-
sion parameters to the actual channel characteristics.
The main disadvantage of these techniques is that they
change the video quality during playback. In contrast to
video rate smoothing algorithms, the quality is not
affected by the smoothing process as long as the
transmission rate-plan does not produce client buffer
underflow or overflow. In addition, unlike most of the
adaptive video techniques, real time intensive computa-
tion is not necessary.

The rest of the paper is organized as follows. In the
next section, PCRTT and other common smoothing
techniques for reducing the burstiness of video streams
are described. To follow, we present the new proposed e-
PCRTT algorithm. The next section compares PCRTT
and e-PCRTT. The penultimate section proposes an
algorithm for efficient multiplexing of several video
streams, and lastly we conclude the paper.

Bandwidth Smoothing Techniques

The main problem of transmitting compressed video
over communication networks is its burstiness. Com-
pressed movies exhibit peak rates that are often
significantly larger than their long-term average rate
[4]. One of the suggested solutions for reducing
burstiness is to use a playback buffer at the client site
(PC, workstation, or set-top box). In such a system, the
video streams are stored at a multimedia server and
transmitted through the network to the client site. The
client’s video card then decodes the stream and forwards
it to the video display. The server can significantly
reduce the bandwidth requirements for transmitting
stored video streams by pre-fetching frames into the
client playback buffer. In order to compute an efficient
server transmission plan, bandwidth smoothing algo-
rithms have usually required a priori knowledge of the
client buffer size and the length of the transmitted video
frames [6].

The system described above provides the client with
the possibility to reserve bandwidth during connection
set-up. After the connection is established, the band-
width may or may not be renegotiated, depending on the
interface supported between the host and the network
[12]. The client buffer functions as a temporal storage
for early arriving frames. The smoothing algorithm
should produce a transmission plan that minimizes
buffer overflow and underflow. As already explained,
buffer underflow occurs when the buffer is empty and

the decoder has nothing to decode, whereas buffer
overflow occurs when frames need to be dropped due to
lack of space at the receiver buffer. More specifically,
consider a video stream with N frames, where frame i is
xi bytes long, and a smoothing buffer size of B bytes. In
order to avoid buffer underflow, the server must always
transmit more data than the decoder consumes. Hence,
by the time the client decodes the k’th frame, k = 0, 1,
2, . . .N, it must have received at least Lk frames from the
server, where:

Lk ¼
Xk
i¼1

xi: ð1Þ

In the same way, an upper limit on the amount of data
the receiver can receive at the time when the k’th frame
is decoded is given by:

Uk ¼ Bþ
Xk
i¼1

xi: ð2Þ

The two functions Lk and Uk are equidistant functions
that create a ‘‘river’’ that delimits the server bandwidth
plan. The goal of any smoothing algorithm is to create a
rate-plan with a piecewise linear path that stays between
Lk and Uk. In this paper, we show how such a path can
be created using geometrical considerations rather than
traditional rate control analysis. In order to avoid
overflow and underflow of the receiver buffer, the
sequence of transmission rates r1, r2, . . ., rM, referred
to as the transmission plan or simply transmission, must
satisfy:

Lk �
Xk
i¼1

ri � Uk; 1� k�Mð Þ; ð3Þ

where ri is the transmission rate during the i’th time
interval and M is the number of intervals. Bandwidth
smoothing algorithms typically select the starting point
for interval j+1 based on the trajectory for interval j. By
extending the fixed rate line for interval j, the trajectory
eventually encounters the underflow curve, the overflow
curve, or both, requiring a change in the server
transmission rate [3]. In the rest of the paper, the two
equidistant functions that bound the ‘‘river’’ are referred
to as the L curve and the U curve.

Several algorithms have been proposed for resolving
the problem of bandwidth smoothing [13–16]. Many of
them are based on different criterion for optimality. For
example, the critical bandwidth allocation (CBA) algo-
rithm [13,14] has the minimal number of bandwidth
increases, and the smallest peak bandwidth requirement.
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An improvement of this algorithm, the minimum changes
bandwidth allocation (MCBA) algorithm [15] minimizes
the number of rate decreases. In [16], an algorithm is
developed to reduce the variability in the rate require-
ments across the lifetime of the transmission plan. This
approach is known as the minimum variability bandwidth
allocation (MVBA) algorithm [3].

Another smoothing algorithm is presented in [18].
This algorithm is shown to be optimal in the sense that it
achieves the greatest possible reduction in rate varia-
bility when sending stored video to a client with a given
buffer size. However, this algorithm is not optimal for
the case where rate changes can only occur at specific
points of time as in our case. The core of this algorithm
is to change the rate at the latest possible point in time in
such a way that the necessitated rate change can be as
small as possible. Therefore rate changes may occur at
any given time.

In this paper, we concentrate on improving the
PCRTT algorithm, that creates a transmission plan
with fixed-size intervals. The main advantage of PCRTT
compared to other smoothing algorithms is that for
small buffer sizes, the created plans have relatively small
peak bandwidth requirements, while requiring very little
computation time [3]. Also, with this method the
transmission schedule plan consists of constant inter-
vals. This might be useful for multiplexing multiple
video streams that are smoothed according to the same
base time (time interval).

PCRTT determines a single run for each time interval
by connecting the intersection points of the vertical
borderlines of the time intervals with the L curve. The
slopes of the j’th line corresponding to the rate rj is the
resulting transmission plan. To avoid buffer underflow,
PCRTT offsets this plan vertically when needed. This
guarantees that the whole run lies above the L curve [3].
Raising the plan corresponds to introducing an initial
playback delay at the client site. When an offset that
maintains the plan between the U and L curves does not
exist, the size of the smoothing interval should be
reduced. This increases the number of bandwidth
changes during the transmission of the video stream.
The resulting transmission curve determines the mini-
mum buffer size needed to avoid overflow for the given
interval size. A detailed mathematical description for
PCRTT is presented in [5], which includes development
of fundamental relationships between the PCRTT
transmission rates, the client buffer size, and the initial
delay.

The e-PCRTT Algorithm

A disadvantage of PCRTT is that the derivation of the
bandwidth plan is based only on the lower bank river (L
curve). The U curve functions only as an upper limit that
prevents buffer overflow. However, it is not considered
during the process of creating a bandwidth plan. As a
result, the required minimum buffer size tends to be
large, especially for streams that exhibit high spatial or
temporal activity. The new algorithm, e-PCRTT, devel-
oped here derives the bandwidth plan while considering
both the U and the L curves. e-PCRTT needs to know
the number of frames and the buffer size for each
interval the video stream is divided into. In order to
construct a legal plan, e-PCRTT forces the computed
trajectory to be adjacent to the central path between the L
curve and the U curve. In order to minimize the
possibility of overflow or underflow, the fixed-rate line
in each interval is selected to be equally distant from the
U and L curves. e-PCRTT’s main contribution is thus to
improve buffer utilization at the client site. Conse-
quently, the constructed rate-plan has a fewer number of
bandwidth changes compared to PCRTT for the same
buffer size. Moreover, for a bandwidth allocation plan
with the same number of intervals, the new proposed
algorithm requires a smaller buffer size while still
avoiding buffer underflow or overflow.

According to e-PCRTT, the starting point for
beginning a bandwidth plan at the first interval is the
middle of the buffer. This point introduces an initial
playback delay, which, as shown in the later section on
performance comparison is usually smaller than that
introduced by PCRTT. e-PCRTT then constructs a
triangle with one vertex at the starting point and the
other two vertices on the vertical line. The triangle
bounds the first interval (See Figure 1). The rate for this
interval is chosen to be the median line of the triangle
[the bold lines in Figure 1(a)]. The intersection point of
this line with the vertical ending line determines the
starting point of the new rate for the second interval. In
a similar way, the fixed-rate line is constructed for each
succeeding interval. The whole process is described
schematically in Figure 1(a). In this figure, the dashed
lines represent the two borderlines of the triangle,
whereas the solid line represents the fixed-line rate for
each interval. The two borderlines of the triangle are
determined as follows. In the first step, these are the lines
that connect the point at the beginning of an interval
and the intersection points between the border vertical
line, the U curve, and the L curve. However, if
these lines cause buffer underflow or overflow, they are
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re-defined as the tangent lines with the U curve and the
L curve. For cases where the buffer is large enough,
most of the triangles are reconstructed according to the
first rule. In these cases, the bandwidth allocation plan is
coincident with the one created by the original PCRTT
algorithm, and the transmission rate-plan created by e-
PCRTT is parallel to the one created by PCRTT. The
only difference between the two plans is the offset value.
However as the buffer size decreases, the triangles
become narrower and then they are mostly determined
from the tangent lines of the U and the L curves. At the
limit, when we continue to decrease the buffer size, the
two tangent lines coincide at the most curved interval
along the completed path. At this point, the minimum
buffer size Bmin that still eliminates overflow is obtained.
Any further decrease of B will cause the triangle to
digress out of the river borderlines.

We now define e-PCRTT with more mathematical
details. Each deterministic traffic model uses parameters
to define a traffic constraint function b(t), which bounds
the video server over every interval of length DT (see
Figure 1(b)). DT denotes the constant interval that
divides the video stream into fixed-size intervals with
DN¼ DT/F frames. It is possible to define constraints for
the number of accumulative bytes Ik and Ik+1 at the
beginning and the end of the k’th interval respectively:

Xk
i¼1

xi � Ik �
Xk
i¼1

xi þ B ð4Þ

Xkþ1
i¼1

xi � Ikþ1 �
Xkþ1
i¼1

xi þ B ð5Þ

The initial playback delay at the client site I1 is equal
to the amount of bytes at the starting point of the rate-
plan and is given by:

I1 ¼ x1 þ B=2: ð6Þ

The e-PCRTT model is defined as a collection of rate-
interval pairs rk;D

� �
k ¼ 1; 2; :::;Mj

n o
, such that the

constraint function is given by a piece-wise linear
function b(t). This function bounds the number of
bytes the source transmits in any interval of length DT
by a linear function of t:

bðtÞ ¼
Ikþ1 ÿ Ikð Þ
�T

tÿ kÿ 1ð Þ�Tð Þ½ � þ Ik ð7Þ

¼ rk tÿ kÿ 1ð Þ�Tð Þ½ � þ Ik; k � �T � t� kþ 1ð Þ�T ;

where rk represents the rate at the k’th interval, and is
given by:

rk ¼
Ikþ1 ÿ Ikð Þ

D
: ð8Þ

We now define the upper vertex and lower vertex of the
triangle at the k’th interval as IUk

and ILk
, respectively.

Therefore, the ending point of the fixed-rate line at the
k’th interval IKþ1 is equal to:

Ikþ1 ¼
IUk
ÿ ILk

ÿ �
2

ð9Þ

This process for deriving the bandwidth plan continues
only if the upper vertex IUk

is larger than the lower
vertex ILk

such that a legal triangle is created. Once this
condition does not hold, there is no possible triangle at
the k’th interval, due to the small buffer size that does
not allow the rate-plan to continue without crossing the
U or L curves. An example for deriving a single rate-line

Figure 1. The Enhanced PCRTT Algorithm. (a) The construction process; (b) Parameter definitions.
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from a real simulation for the video stream ‘‘E.T.’’ with
interval size of 1000 frames and minimum buffer size of
Bmin¼504.9Kbytes is presented in Figure 2. At this
specific interval, the triangle is constructed from the
tangents of both the lower and the upper curves. This is
a typical situation for a curved interval like the one
presented in Figure 2.

Performance Comparison

This section presents a performance comparison of
PCRTT and e-PCRTT. This comparison is based on a
collection of performance metrics related to the client
site that includes the minimum buffer size, the initial
playback delay, and the network utilization. We
compare the two algorithms by first applying them on
an analytical function and then on several investigated
video traces. The results of our study show a trade-off
between reducing the buffer size and improving the rate
performances of the smoothing algorithm. We start this
section by comparing the necessary buffer size for an
analytical function and then finding the number of
bandwidth changes as a function of the buffer size for
real video streams. Then, an analytical analysis for
buffer utilization is presented. We also present a
comparison of the expected initial playback delay by
using the two algorithms. Finally, we compare their rate
performance.

The experiments in this paper are based on 12
Motion-JPEG video traces that have been presented

and discussed in [3]. These traces were downloaded from
http://www.cis.ohio-state.edu/*wuchi. The video li-
brary includes clips with different lengths and subjects
that are supposed to represent the diversity of com-
pressed video sources in emerging multimedia services.
The library includes video with different quality value
according to the JPEG standard. Most of the movies
considered in this paper have a quantization level that
corresponds to quality of a 90 with 0.94 bits-per-pixels.
The video stream of ‘‘E.T.’’ has the best quantization
level: quality factors of 100 correspond to 1.64 bits/
pixel. In addition, the library includes three video-
recorded seminars, which study the effects of compres-
sion and bandwidth smoothing on ‘‘educational’’ video.
These seminars were recorded with a single stationary
camera focusing on the screen for displaying speaker
transparencies. This results in small bandwidth require-
ments and low variation in the frame sizes as compared
to other videos. A table that concludes the statistical
characteristics of the video traces is given in [3].

Buffer size comparison for an analytical function

In this section, a comparison between the two algo-
rithms is presented by an analytical function that
represents the L curve of the number of accumulative
bytes. In this analysis we apply the algorithm on an
analytical function, and compare the needed buffer size
by the two algorithms. The purpose of our analysis is to
show that the minimum buffer size, which is derived by
the e-PCRTT, is smaller than that excepted by the
PCRTT. For this purpose we select the function xn

where n is an odd integer representing the L curve. In
this analysis, the most curved interval is what determines
the needed buffer size. For the function xn, this interval
is located around the zero axis where the function is
transposed from a concave shape into a convex one.
Therefore the bandwidth plan is derived around the
origin (zero axis), by dividing it into two equal intervals,
[7a, 0] and [0, +a], as shown in Figure 3. The minimum
buffer size that was derived by the PCRTT algorithm is
given by,

Bmin PCRTT ¼ 2an
1

n
1

nÿ1

ÿ
1

n
n

nÿ1

� �
; n ¼ 3; 5:::; 2nþ 1; ð10Þ

while the minimum buffer size required for e-PCRTT is
given by:

Bmin eÿPCRTT ¼ an b �
b

n

� � 1
nÿ1
ÿ

b

n

� � n
nÿ1
ÿbþ 1

24 35: ð11Þ

Figure 2. An example of a real rate transmission for one
interval.

6 O. HADARANDR. COHEN

RTI: 20000229 6.06e/W (Aug 31 2000) GAYATHRI GNS BRR



where

b ¼ 1ÿ
1

n
1

nÿ1

þ
1

n
n

nÿ1
:

The ratio between Bmin_PCRTT and Bmin_e-PCRTT is
plotted in Figure 4 as a function of n.

As n increases and approaches infinity, the buffer size
for PCRTT approaches 2an, while for e-PCRTT it
approaches an. This indicates that the needed buffer size
for e-PCRTT is always smaller than for PCRTT. The
gap between the two algorithms increases as n increases.

For instance, when n =3, e-PCRTT saves 26% of the
buffer space, and as n increases the ratio asymptotically
approaches 50% as

R ¼
Bmin EPCRTT

Bmin PCRTT
ÿ!
n!1

0:5
ð12Þ

The conclusion that can be derived from the analysis
to real video streams is that when the video stream
exhibits more burstiness the improvement in buffer size
achieved by e-PCRTT increases. This conclusion is
supported by the results obtained in the next main
section for real video streams.

Number of bandwidth changes

In this section, we expand the analysis presented in the
last section to a practical comparison of the two
algorithms by applying them to real video streams.
However, the main purpose of this comparison is not to
measure the interval sizes, but to measure the number of
bandwidth changes. These two parameters are inversely
related: as the interval size increases, the number of
intervals decreases, and vice versa. Our results show that
for the same buffer size, e-PCRTT produces a band-
width plan with fewer rate changes, which implies that
the overhead for re-negotiating traffic parameters with
the network is reduced, and the advantage of the
smoothing process increases.

In what follows, the parameter M will indicate the
minimum number of intervals needed for supporting the

Figure 3. Minimum buffer derivation for the analytical function xn, for the two algorithms PCRTT and -PCRTT.

Figure 4. The ratio between Bmin_PCRTT and Bmin_ePCRTT as a
function of n.
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smoothing process. There is a reciprocal relation
between M and the interval duration time DT. This
relation is represented byM ¼ T=D , where T is the time
duration of the video stream. Figure 5 presents the value
of M for three streams: ‘‘E.T.’’ (100), ‘‘Rookie of the
Year’’ (90), and ‘‘Seminar-2’’ (90). Each graph presents
the value of M as a function of the buffer size for both
PCRTT and e-PCRTT. These results have been
obtained by determining a range of realistic buffer sizes
and deriving the maximum interval size for each of
them. The graphs show that for all buffer sizes, PCRTT
requires more bandwidth changes than e-PCRTT. The
same results were obtained for the other nine investi-
gated video streams (the graphs are not presented due to
limitations of space). Note that the difference between
the two algorithms is more noticeable for small buffer
sizes.

Buffer utilization

In this section we study the buffer utilization at the client
side in order to better understand the results presented
previously. We first derive the percentage of the buffer
occupancy during the playback of a video stream. Then,
the number of bytes at the buffer is determined by
subtracting the decoding rate at the buffer output from
the smoothing rate-plan b(t) at the buffer input. For
every t, the buffer size is given by:

Buffer t ¼ n � Dtð Þ ¼ b tð Þ ÿ
Xn
i¼1

xi; 1� n� N

where 0� Buffer t ¼ n � Dtð Þ � Bmin

ð13Þ

Buffer occupancy can vary during the playback of the
video steam from 0 to Bmin. The interesting parameter in
this analysis is the probability density function (PDF) of
the buffer occupancy:

PDF ¼ Histogram

�ðBuffer t ¼ n � Dtð Þ=Bmin; 15n5NÞ ð14Þ

Division by Bmin normalizes the maximum capacity of
the buffer to 1. In Figure 6(a), the PDFs of the two
algorithms are presented for ‘‘E.T.’’ The peak value for
the PDF is around 50% for e-PCRTT and 40% for
PCRTT. It is also evident that the trajectory path of the
rate-plan in e-PCRTT always stays around the middle
between the U curve and the L curve. Similar results
were obtained for other video streams and for different
values of interval size. The meaning of these results is
that the bandwidth allocation plan derived by e-PCRTT

Figure 5. Minimum number of bandwidth changes as a
function of the buffer size for three video streams. (a) E.T
(100); (b) Rookie of the year (90); (c) Seminar-2 (90). ——
PCRTT; –-–-–- e-PCRTT.
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uses the buffer capacity more efficiently. In both
methods the minimum buffer size is determined from
the peak bandwidth rate in the bandwidth plan, which is
generally determined by the maximum frame size. In
PCRTT, the buffer size required for transmitting the
maximum frame size can be much larger than the buffer
size needed for other frame sizes. Therefore, buffer
utilization is not as good as in e-PCRTT. This situation
especially holds for video streams with high activity and
high variability in the original frame sizes. As the
original stream is less bursty, buffer utilization can be
improved because all intervals demand almost the same
buffer size. On the other hand, with e-PCRTT the buffer
occupancy always stays steady, at around 50% of the
capacity, independent of the interval size or video
stream activity.

Buffer shortage

We now investigate the effect of reducing the buffer size
bellow Bmin, on the percentage of lost bytes due to
buffer overflow. The mathematical expression for the
percentage of lost bytes can be obtained by integrating
the PDF between the new normalized buffer size x
and 1:

P ¼
ð1
x

PDFðxÞdx; ð05x51Þ ð15Þ

Figure 6(a) presents the probability density function
of the buffer content for the two algorithms and Figure
6(b) presents the integration results as function of the

normalized buffer size when x ranges between 0 and 1.
From Figure 6(b) it is evident that for the same
normalized buffer size, the percentage of lost bytes due
to buffer overflow in e-PCRTT is higher than in
PCRTT. This is another indication of the better buffer
utilization of e-PCRTT. Recall, however, that the size of
Bmin in e-PCRTT is smaller than in PCRTT. Therefore,
the normalization factor in the two algorithms is not the
same. We can conclude that, in general, e-PCRTT
allows us to use a smaller buffer size, but compared to
PCRTT any reduction below this value can cause more
losses.

Initial delay

Due to the offset of the transmission plan, both PCRTT
and e-PCRTT impose an initial playback delay. To
ensure constant quality, the data of the first frames is
stored in the client buffer prior to playback beginning.
The smoothing algorithm usually tries to minimize this
delay. Recall our assumption that the network intro-
duces no losses or jitter. Hence, we consider only the
delay incurred at the client site due to the transmission
plan. The initial playback delay of PCRTT due to
raising the plan above the L curve is given by:

Xd
i¼1

xi ¼ x1 þ offset ð16Þ

where offset represents the minimum delay that prevents
underflow (see Figure 1) and d is the number of frames

Figure 6. Buffer utilization for E.T (100) video trace. (a) Probability Density Function of the buffer content; (b) Percentage of
loss bytes.
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that satisfies Eqn (16). In e-PCRTT, the initial delay,
caused from starting the bandwidth plan at the middle
of the buffer size, is equal to:

Xd
i¼1

xi ¼ x1 þ B=2: ð17Þ

By solving Eqn (17) for d, the delay is obtained. Note
that there is a direct dependency between the initial
delay and the buffer size.

The results from the delay analysis of three repre-
sentative video streams (‘‘E.T.’’, ‘‘Rookie of the Year’’
and ‘‘Seminar-2’’) are presented in Figure 7. These
results were obtained for the same interval size, and for
the minimum buffer size each algorithm requires. The
graphs show the delay as a function of the interval size.
For both algorithms, the initial delay increases when
increasing the interval size. Similar results were achieved
in [17]. However, the initial delay in e-PCRTT is smaller
than in PCRTT for most of the investigated video
streams. For example, e-PCRTT reduces the delay of
‘‘Seminar-2’’ by 84% from 19 frames to only three
frames as a result of the smaller buffer size required to
construct the bandwidth plan in e-PCRTT, compared to
PCRTT.

Burstiness reduction

Effective compression techniques, such as MPEG and
motion-JPEG, can substantially reduce the resource
requirements for storing and transmitting video streams.
However, constant-quality compressed video traffic
typically exhibits significant burstiness on multiple time
scales, due to the frame structure of the compression
algorithm, as well as the natural variations within and
between scenes. The burstiness of variable-bit-rate traffic
complicates the mechanisms that should guarantee
proper resource allocation at the network and at the
end hosts. In this section, we compare the ability of the
two algorithms to reduce the burstiness of the encoded
video streams. We consider three parameters that
indicate the burstiness of the video stream: peak-to-
minimum ratio (PMR), peak-to-average ratio (PAR), and
average-to-standard-deviation ratio (ASR) all of which
are related to the statistics of the rate plan that were
accepted for different values of buffer size after the
smoothing process. The smoothing process is expected
to reduce the variability of the rate plan and the
maximum peak rate. Therefore, PMR and PAR should
decrease as the buffer size increases, whereas ASR
should increase. In our analysis, we assume an equal

Figure 7. Initial delay in units of frames. (a) E.T (100); (b)
Rookie of the Year (90); (c) Seminar-2 (90). —— PCRTT;
–-–-–- e-PCRTT.
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buffer size and different number of intervals for the two
algorithms. The number of intervals in each case is
chosen to be the minimum that can still guarantee a
legal rate plan.

Figure 8 shows the variation of PMR as a function of
the buffer size for the two algorithms, in two represen-
tative video traces: ‘‘E.T.’’ and ‘‘Rookie of the Year’’.
As expected, the PMR decreases as the buffer size
increases. It is also evident that when the original video
trace is more bursty, the reduction of PMR is less
noticeable for both algorithms. For ‘‘E.T.’’ (100), a 29%
reduction in PMR is achieved for a buffer size that
varies between 0.5 and 4.5 Mbytes. For ‘‘Rookie of the
Year’’ (90), the reduction in PMR is 36% for a buffer
size that varies between 0.5 and 3 Mbytes. These results

show that e-PCRTT outperforms PCRTT for the
‘‘Rookie of the Year’’ stream, but not for ‘‘E.T.’’

Figure 9 plots the peak-to-average ratio as a function
of the buffer size. In this case, since the average rate is
not influenced so much from the smoothing process, the
duration of the video stream playback is almost the
same before and after applying the smoothing algo-
rithm. Therefore, PAR actually represents the amount
of peak rate reduction. As expected, the peak rate
decreases as the buffer size increases, and it approaches
the average rate for a very large buffer size. From this
figure it is difficult to decide which algorithm is better,
since they both have a similar effect on PAR.

Figure 10 gives a comparison of the variances of
the instantaneous bit rates, represented by the ASR

Figure 8. Peak-to-Min ratio (PMR) as function of the buffer size. (a) E.T (100); (b) Rookie of the Year (90). —— PCRTT; –-–-–-
e-PCRTT.

Figure 9. Peak-to-Average Ratio (PAR) as function of the buffer size. (a) E.T (100); (b) Rookie of the Year (90). —— PCRTT;
–-–-–- e-PCRTT.
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parameter. In general, the ASR tends to increase as the
buffer size increases. Here, PCRTT outperforms the e-
PCRTT for most of the buffer sizes for ‘‘E.T.’’ (Figure
10a) while e-PCRTT is better for ‘‘Rookie of the Year’’
(Figure 10b).

Based on the results presented in Figures 8–10 and
some other results that are not presented in this paper, it
is quite difficult to decide which algorithm is more
successful in reducing the burstiness of video streams.
We expected to get better results for e-PCRTT due to its
larger interval size that enable us to pre-fetch more
frames into the buffer. However, the actual results show
only a small advantage. A possible explanation for this
is that in this simulation, e-PCRTT uses the same buffer
size as PCRTT but with longer intervals. Therefore,
there are some intervals that demand a higher band-
width rate (especially those intervals that are the most
curved at the video streams). The burstiness results are
also similar when we use the same number of intervals
but with different buffer sizes. In those cases, e-PCRTT
produces a rate plan with a smaller buffer size, without
increasing the burstiness of the streams.

Multiplexing of Multiple Streams

One of the main advantages of off-line video smoothing
schemes that transform the video stream into a sequence
of constant bit rate streams, such as PCRTT and e-
PCRTT, is that multiplexing multiple streams into a
single CBR channel is facilitated. In the rest of this
section, we introduce a possible scheme that increases

bandwidth utilization. Generally, the main problem
with multiplexing is that buffer underflow may occur.
However, we can avoid buffer underflow by reducing the
rate at intervals where there is a deviation above the
peak rate. In those intervals, we can obtain the rate
reduction by preventing the rate plan from staying
around the middle of the buffer size.

In the general case, we assume that the video streams
are smoothed with the same interval size. We further
assume that all streams are synchronized, in the sense
that all intervals start at the same time instances. The
proposed mechanism provides a method to accommo-
date the bandwidth rate-plan of each multiplexed video
stream according to the constraint of the network peak
rate.

Figure 11 demonstrates the multiplexing of two
original video streams versus the multiplexing of the
smoothed versions of the same streams. Notice that
multiplexing the unsmoothed streams results in many
deviations above the channel rate. As a result, the
channel cannot satisfy the required rates for these
instances, and packet losses may occur in the network
switches. However, when the smoothed streams are
multiplexed, deviations above the peak rate occur only
at a few intervals. Therefore, we suggest changing the
rate-plan of these streams such that there will be no
deviation above the peak rate. It is difficult to employ
this idea for the original unsmoothed streams, because
there are too many discrete deviation points above the
peak-rate. The smoothing process permits the rate-plan

Figure 10. Average-to-Std, Ratio (ASR) as function of the buffer size. (a) E.T (100); (b) Rookie of the Year (90). —— PCRTT;
–-–-–- e-PCRTT.
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to be changed as long as the new rate-plan avoids client
buffer overflow or underflow.

The process of reconstructing the rate-plan is shown
in Figure 12. Assume that the multiplexed signal consists
of N smoothed video streams, and that there is a
deviation of DBW above the peak rate at the jth interval.
In order to avoid this deviation, the transmission rate of
each video stream should be reduced for this specific
interval. The rate reduction should be performed in a
fair manner to all the video streams, such that no stream
plan encounters underflow. This is achieved by reducing

the rate of each stream i according to the ratio, defined
by the rate distance Dri from the underflow limit divided
by the total possible rate reductions. This total rate
reduction of all video streams, at the j’th interval is
defined as:

�R ¼
XN
i¼1

�ri: ð18Þ

Therefore rate reduction for stream i is:

�BWi
¼
�ri
�R
� �BW : ð19Þ

From Eqns (18) and (19) it follows that the total
reduction of all the streams is summed up to exactly
DBW. The rate reduction at the j’th interval requires that
the rate-plan of all the affected streams from the j’th
interval to the last interval be changed. However, the
sequence of rate-plans until the j’th interval for every
stream is correct and therefore should not be changed.
In such a way, it is possible to adjust all the rate-plans
until there is no deviation above the peak rate for all the
intervals.

It is important to indicate that the proposed mechan-
ism does not guarantee full protection from underflow
or overflow situations, especially when there is a large
deviation above the peak rate. However, it reduces the
number of such incidents to a minimum. An improve-
ment of the outcome of this algorithm can be achieved
by increasing the client buffer size. This will allow the
interval size to be increased and therefore simplify the
management process by having a smaller number of

Figure 12. The management process of bandwidth rate reduction at the j ’th interval.

Figure 11. An example multiplexing two video streams into a
CBR channel before and after bandwidth smoothing. ——
Combined smoothed streams; jagged line¼combined un-
smoothed stream.
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intervals. In addition, the peak rate of each video stream
will be reduced such that the total deviation from the
channel rate is reduced as well.

Conclusions

This paper addressed the issue of representing a video
stream as a sequence of constant bit rate streams. We
have presented an enhancement of the PCRTT algo-
rithm for reducing the burstiness of the compressed
stream. The main improvement of the enhancement,
called e-PCRTT, is the reduced client buffer as
compared to PCRTT. In addition, e-PCRTT produces
a bandwidth plan with less intervals (rate changes) for
the same given buffer size. This allowed us to reduce the
overhead of renegotiation with the network. Another
advantage of e-PCRTT is a reduction in the initial
playback delay. The proposed algorithm also enhances
the profit achieved due to multiplexing several streams
into a single channel. Future research may expand the
multiplexing mechanism for the sake of minimizing the
total transmission cost. Another possible future direc-
tion is to expand e-PCRTT for MPEG streams. For
such streams the fixed-size interval should be chosen as a
multiplication of Group Of Pictures.
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